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Abstract: For efficient and very high capacity network for Telecommunication and Data services the 

SONET/SDH network is used. The Service providers are keenly interested to find automatic ways of 

commissioning the channels associated with the SONET/SDH. The TDMA technology is used in the 

SONET/SDH network by which the High speed data communication and telecommunication traffic is handled. 

Due to very high bandwidth of optical network, this has been proved that manual provisioning is not possible 

efficiently. Another thing which is hard is to cover the protection of the optical network. In this paper, 

Automatic Path protection algorithms has been implemented and analyzed. The algorithm is suitable for the 

VCAT like issues. The Dedicated and shared path protection mechanism has been used for the efficient use of 

the SONET/SDH network. In this paper the basic parameters like probability error, QoS of network, Accepted 

request and Rejected request have been analyzed by our algorithm. We also investigated the Bandwidth 

constraint. Using our algorithm we have improved the bandwidth utilization.  

  

Index Terms: SONET/SDH network, Multipath protection schemes, Dedicated path protection and Shared Path 

protection Multicontraint paths, VCAT, ATM. 

 

 

I.        INTRODUCTION 

 
Bandwidth Requirement is one of the critical factors in the current environment of high speed communications. 

Network operators and service providers are too much affected from the efficient bandwidth requirement. Because of 

this the engineers are finding emerging trends in communication like PDH, WDM, DWDM, ATM, SONET /SDH etc. 

There is also need of providing different QoS for different users. This directly affects the revenue of Service providers 

[1]. 

 

In this era, a large number of service request have been investigated under the consideration that the network conditions 

are too dynamic depending on the load of the network dynamic service request and the increment in bandwidth 

channels. The main point which is important in this case is the efficiency of the network with the dynamic changes in 

the network parameters. Faster provisioning of services in less time to handle the more customers is important [2].  

 
There is lot of research conducted in the domain of the automatic Service provisioning algorithms. In this kind of 

algorithm it is important to know the customer requirement. The Service providers check the networking issues put the 

bandwidth requirement for the user and adjust the quality of the service according to the users demand. For such 

systems inventory details are needed from the database. EMS i.e. Element Management Systems or Network elements 

are needed to access so that the network resources can be used easily. Working path information is gathered by the 

algorithm for the good use of the available paths and to provide the protection to the network. The parameters needed 

to provide service provisioning are working path, used path, free capacity, cost to the path etc. 

 

In SONET/SDH network, there is need to establish working and protection path for reliable operation [3]. Dedicated 

and Shared Path protections are the two techniques used for efficient use of Bandwidth in Network [4]. In dedicated-

path protection, a protection path to protect a particular working path exclusively is provided, whereas in shared-path 

protection, a protection path can be shared by many working paths. In both cases, the constraint is that a working and 
its protection path have to be diversely routed so that at least one path can survive a single failure in the network [34].  

 

E1, E4, DS1, DS3 etc. are the signals which are used by the SDH network which is mentioned in G.703. The protection 

provided by the SDH is Multiplex Section Protection (MSP), Multiplex Section–Shared Protection Ring (MS-SPRing) 
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[5], and Subnetwork Connection Protection (SNCP) [5]. In SONET/SDH it is very hard to provide the protection to the 

failure. The complexity is due to very high traffic used by the service providers. Stopping the traffic at such a high level 

is too complex and hence need of automatic protection mechanism. In this paper, Section II has the detailed study of 

Dedicated and Shared Path protection mechanism. Section III has implementation of Dedicated and Shared path 

protection mechanism and finally the result has been compared with the available researched in section IV and 

concluded in Section V. 

 

II. Path Protection 

 

1. Using Dedicated Algorithm 

 

Lets’ first understand the Dedicated Path Protection algorithm. For dedicated-path protection, a working path and a link 

and/or node-disjoint protection path that protect only failures in that working path have to be found [34].  A polynomial 

time optimal algorithm to find a link-disjoint path pair is proposed in [24]. Computing link-disjoint paths for QoS 

routing under multiple constraints is addressed in [25]. 

 

Consider the network shown in Fig. 1. The network is created of following: 

1. Physical links (Solid Lines) 
2. Logical Links (Trails) 

3. Nodes 

 

This portion has been taken from our last research [21]. Problem statement is that to provide service to the service 

request from a to m. abclm is the shortest path computed from a to m and next generated shortest path is ahjkem. 

Overlaps for such cases are dk since the trails cl and ke  have a traversing through them. So these two paths cannot 

make the disjoint path pair. The link dk will be interlaced by the computed path pair and we can obtain the abcdem and 

ahjklm finally after removing it. This condition is associated with [25] and the following points are important to 

discuss: 

 

If two disjoints paths are Pd1 and Pd2 and P1 is the shortest path belonging to them. Then 
 

1. P1 itself is Pd1 or Pd2 , i.e.P1=Pd1, or P1=Pd2 ; 

2. P1 overlaps with both paths Pd1 and Pd2, i.e.,P1∩Pd1= φ , P1≠Pd1 and P1 ∩ Pd2= φ, P1≠Pd1. 

 

 
 

Fig. 1: A sample Network[] 

 

Dedicated Path protection mechanism is used here for SDH networks. The constraints used in this case are the SDH 

multiplexing hierarchy and the standard protection  mechanism used in [34].  

 

Two protection paths will exist for those segments of the working path that have standard protection mechanisms, 
which results in unnecessary wastage of bandwidth. For traffic from b to m in the network shown in Fig. 2 [21], let us 

assume the working path is badfghim. This path contains ba, which is part of an MSP, fghi, which is part of an MS-

SPRing, and the trail im, which is part of an SNCP [34]. In this case, the protection path can use the inherent protection 

paths corresponding to those segments and use a disjoint path for the other segments, which in this case is adf instead 

of finding a disjoint protection path from b to m.  
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Fig. 2: A sample Network with Standard SDH protection Scheme[21] 

 

2.   Using Shared Algorithm 

 

a. Network Model[4]:  

 

In our previous research we have investigated the shared path protection [4]. D(N,L,W), the topology of network, 

where N is a node sets, L is a bi-directional link sets and W is a set of wavelengths per link. Each link is allocated a 

capacity of eight wavelength channels. Here, it is assumed that all nodes have wavelength conversion capability. It is 

also assumed that only one connection request arrives at any time point. AN, availability matrix,  has the availability 

values of all the links in the network. The network state is compromises of two other such matrices λw and λp which 

respectively store the number of working and protection wavelengths being utilized on each link at any time point. λp  
includes information about connections that  are sharing protection wavelengths on a particular type of link. The traffic 

is dynamic and connection requests arrive without knowledge of subsequent arrivals. A connection request is described 

by r(s, d, ar), where source node is ‘s’, destination node is ‘d’ and availability requirement of the request is ‘Areq’. 

 

b. Traffic Model[4]: 

 

Telecommunication traffic is defined as the average number of connections in progress. A widely accepted approach to 

dynamic traffic modeling has been adopted in which the arrival of connection requests is a Poisson Process with a 

constant arrival rate ß. The arrival rate is the rate at which connection arrival requests are received by the network per 

unit time. This model is popular since it realistically describes the arrival of connection requests, which arc independent 

of each other. The connection holding time refers to the time duration of a connection from its establishment to its 

termination. Holding times are random and a negative exponential distribution, with a mean of l/µ, is used as time for 

holding. Erlangs is the measurement for traffic which is a dimensionless unit. In general, Erlang traffic (TErlangs) is 

defined by the equation  

 

TErlangs = β(1/µ)                 (1)  

 

where ß refers to the connection arrival rate and 1/µ, the mean holding time. In this study, the time measurements have 

been normalized by assuming 1/µ = 1 so that the network traffic load can be considered, in units of Erlang as being 
equivalent to β. Destination and source nodes are randomly chosen which allows for more than one connection to be 

established between any pair of nodes. The implementation of waiting queue is not done and if the connection is not 

established by the algorithm, then it is immediately rejected or blocked. 

 

c. Connection Availability Analysis[]: 

 

Here, reliability is measured using availability since availability denotes the time percentage that a connection will be 

in its normal operating state at any random point in time. Here, availability is defined and calculated for an end to end 

connection that is established as either a working path or a combination of working and backup paths. Connection 

requests that meet their fault tolerance requirements (Areq) are called dependable connections. Furthermore, availability 

is an important decision criterion, used in network planning and dimensioning studies as it is often indicated in SLAs 

between service providers and customers. It is assumed that only one link fails at a time and that the MTBF(Mean Time 

Between Failure) and the MTTR(Mean Time To Repair) are independent, memory less processes. Due to the greater 
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effect that link failures have on network performance, other network components’ availability such as amplifiers and 

nodes has been neglected and assumed being 1. 

 

The following notation has been used: 

 

ij: i and j are the link connecting nodes which is represented by two unidirectional fibres. 

 

aij: the availability of ij. 

 

cij: the ij cost, determined by ij availability and and the ij wavelength assignment. 

 

apath: arbitrary path availability, consists of series of connected links.  

 

aLDP: the availability of a Link disjoint pair or working and protection paths.  

awp: the availability of a link disjoint working path.  

app: the availability of a link disjoint protection path. 

aPLDP: the availability of a partial Link disjoint pair of working and protection paths.  

S1 : a set of links common to both the working and protection paths of a partial link disjoint path pair.   

S2: a set comprising the links of all link disjoint path segments of a partial link disjoint path pair. 

 

LDPk: the kth Link disjoint segment of a partial link disjoint path pair.  

 

wpk: the working path of the L- link disjoint path segment.  

 

ppk: the protection path of the k link disjoint path segment.  

 

ξ: the link disjoint parameter defined between 0 and 1.  

 

θ: the spare capacity usage factor.  

 

III. IMPLEMENTATION 

 

a. Dedicated Path Protection implementation 
 

Network Engine implemented on the base of the above said algorithms. Following points implemented for the 

dedicated path protection mechanism: 

 

1. Simulation consist of Two distinctive interactive Units: 

2.  

a. By playing of Network 

b. And, By playing the Request 

 

3. By Playing the Network: 

Network engine create the network in the back end and accept some important issues to simulate the network 
 

a. This is a Network Engine which runs in backend 

b. It has 2 Major controls: 

i. Start/Pause/Resume Network 

ii. SONET/SDH State viewer 

 

4. By Playing the Request  

 

a. This is implemented in the frontend. 

b. It has all the controls to generate/process requests 

c. Key controls are: 

 
i. Posting a User request 

ii. Randomize request parameters 

iii. Randomize + Post request (for ease of analysis) 

iv. Auto – Request Generator 
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Fig. 3: MATLAB Network Engine for Dedicated path protection 

 

Figure 3 provide the view of working platform. It shows a view of dedicated path protection mechanism. The 

application is able to take the input parameter like source, destination and value of alpha. Alpha is a dynamic path cost 

which value vary from 0, 0.1 to 1.0. This value defines the associated path cost from the source node to the destination 

node. This is one kind of the bandwidth Utilization factor. The alpha also has the effect of the distance from the source 

to destination. All these things creates cost to the path of the network of SONET/SDH network.  
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The Engine can be analyzed using the posting the requests and run the requests over the defined network. This point 

provides flexibility to check the processed requests and generation of requests. The Engine can directly implement on 

the real time network. The engine is providing good results for the advanced system design for networking of 

SONET/SDH Networks. The Network engine can be enhanced further using other implications for the Network design 

issues which affects the Network. 

 

 
 

Fig. 4: A simple Network with connected and unconnected nodes using dedicated path protection 

 

In Fig. 4, a network with 120 nodes has been shows with about 70 requests at a time. A Really important Backend 

parameter “Refresh Rate” is also available for view only to the system administrator, to check out the frequency or 
timeout of each request acceptance/denial. 

 

b. Shared Path Protection Algorithm 

 

SONET is a TDM system with 125μs time slot, and the delay of a SONET path is proportional to the path length [34]. 

So, shortest path can provide the least delay in the network. There are some of the shortest paths algorithms need to 

discuss. The example for such kind of shortest path is Bellman Ford Algorithm. The empty slots of the path can be used 

for commissioning of the other traffic. The Bandwidth can be utilized easily and more versatile in Shared path 

protection mechanism. 

 

 
 

Figure 5: Shortest Path Algorithm 

 

In figure 5, Bellman ford algorithm is used for the shortest path finding in the graph. The graph is weighted 
corresponding to the Bandwidth, distance etc. The graph shows a multi-node network. The selected shortest path can 

guarantee the shortest delay. The successional algorithm terminates when it finds the two paths (working path and 

protection path) and successfully reserves bandwidth requirement along them. 
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Figure 6: Bellman Ford Algorithm 

 

The cost of the network is also minimized using the above network (Figure 6) about 10% of CSP and RASP 
 

 
 

Figure 7: CSP and RASP 

 

 

 
 

Figure 8: Blocking Probability Vs. Traffic Intensity 
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Figure 9: Magnitude vs. Frequency 

 

The systems which we are using are the electronics systems. So the algorithms will be implemented over the 
electronics systems. Because of the we also have to measure the system performance by calculating the parameters like 

the Centre frequency (Hz), Transducer gain target (dB), Max noise figure target (dB) Source impedance (Ohm), 

Reference impedance (Ohm), Load impedance (Ohm), Lower band edge, Upper band edge, Frequency (radians/sec). 

This also Analyze the unmatched amplifier. 

 

 
Figure 10: Magnitude vs. Frequency 

 

Two graphs has been plotted regarding the bandwidth utilization and throughput. The alpha factor is some value 

between 0 and 1, and it refers to the relative weight of a trail. 

 

 
Figure 11: Magnitude vs. Frequency 
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Figure 12: Bandwidth utilization Vs. Alpha 

 

 
Figure 13: Throughput Vs. Alpha 

 

Here, in each experiment, the following parameters are considered: 

a) Weighted number of service requests accepted; 

b) Number of service requests rejected; 

c) Number of trails created; 

d) Percentage of the total bandwidth consumed to satisfy the accepted requests. 

 

IV. Analysis of Results 

 

1. Dedicated Path Protection Results: 

The algorithms implemented using MATLAB and analyzed and evaluated. The comparisons were performed 

on the base of the following: 
 

 Probability of blocking Vs Traffic Intensity 

 Bandwidth Utilization Vs Alpha 

 Throughput Vs Alpha 

 

 Computational Complexity:  

The computational complexity of Conventional Algorithm is, O (KV(V2+(E+V)logV)) where V is the number of 
network nodes, E is the number of edges, and K is the number of distinct paths. The complexity of the proposed 

algorithm is is O(KV(E+V)logV). 

 

 Comparison between Probability of blocking Vs Traffic Intensity: 
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Figure 14: Blocking Probability vs. Traffic Intensity 

 

In figure 14 there is a comparative study between the existing algorithms Vs. proposed algorithm. At different nodes a 

blocking probability Vs Traffic intensity. 

 

 Comparison between Bandwidth Utilization Vs Alpha: 

 

 
 

Figure 15: Throughput Vs. Alpha 

 

Making comparisons between GSPP Algorithm and PSPP Algorithm performance, using some standard values, in 

blocking probability, throughput and bandwidth utilization; it is clearly observed that PSPP Algorithm is better than 

GSPP Algorithm in all performance criteria. 

  

A. Data Computation 

 

1. Number of requests Accepted and Rejected vs Alpha 
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Fig. 16: Accepted and Rejected Requests Vs Alpha 

 

2. Blocking Probability vs Time 

 

 
 

Fig. 17: Blocking Prob. Vs Time 

 

3. QoS vs Time 

 

 
 

Fig. 18: QoS Vs Time 

 

Now, since we gathered these parameters and their reactions for the chosen network conditions and load, we can 

analyse in-depth. The following inferences we can make now: 

 

1. Bandwidth utilization depends on Alpha values:  

Alpha (α) values range between 0.01 and 1.00 with a precision up to 2 decimal points. We can check from the 

algorithm that on the value of the dynamic weight and demand of the bandwidth the paths are assigned.  

 

2. QoS decides the Ideal Alpha:  The alpha conditions provide the QoS. No. of accepted request defines the QoS. 

QoS is will be increased as alpha is increasing till the value of 0.8 and then saturates. 
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B. Analysis of whole scenario of Path Protection 

 

 As we all know, if there is an increase in the call drop rate, the QoS will also increase, and so the network 

performance degrades. [QoS= (No. of Dropped calls)/ (Total No. of Calls), in a period of time]  

 Initially QoS will increase with time and then converges to a constant value for the rest of the period. 

 QoS is more and also rapidly increase for higher value of Alpha, so choosing more Alpha will leads to poor 
performance of the network. 

 So, if we take the Alpha value to be least, it would also not solves the problem as its QoS increases with time 

in a linear way. 

 From the graph, if we select Alpha value to be 0.3 or 0.7, then we got the least effective QoS for the network. 

On these values system performs at its best. 

 In addition to this, if we implant a method to mix-match alpha values for the whole system that to be changed 

as per the call flow rate-changes, we could achieve an IDEAL SONET system. We can implement this by 

using an Automated Alpha scheduler. Let’s say, for the experimented SONET network, we can set Alpha=0.7 

for first 10 min., then Alpha=0.3 for next 20 min., and then finally we can have Alpha=0.7 again in the last 30 

min. This will give ideal results for a particular call flow scenario. 

 
 

 
 

Figure 19: No. of Accepted Request Vs. Alpha 

 

 
Figure 20: Bandwidth Utilization Vs. Alpha 

 

Figure 19 shows the no. of accepted request Vs. Alpha for different studies. In our study and analysis the number of 

accepted requests are more than that of available study work. Figure 20 shows the bandwidth utilization percentage Vs. 

alpha. We have improved the algorithm and at 0.8 the work is showing maximum bandwidth utilization percentage.  
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V. Conclusion 

 

We have improved the no. of accepted requests through our dedicated and shared algorithm. We have analyzed the 

dynamic weight and the dependence of the network over alpha. Alpha is dynamic weight which depends on number of 

parameters of the network like bandwidth, distance etc. We analyzed the at 0.1 of alpha the accepted number of 

requests are 1102 and bandwidth utilization us 25%. At alpha 0.5 the number of request accepted increased by 368 and 
becomes 1470 out of 1500. In this case the bandwidth utilization factor is 32%. Blocking probability also enhanced by 

12% in our research work using our algorithm for Dedicated Path Protection and Shared Path Protection. 
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