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Abstract: This paper presents that if there exists some correlation between the software defects before the release of 

the software and after the release of the software. The data were collected for 30 modules. The total product defects 

before and after the release of software module to market was also counted using a simple counter. The collected 

data were then analyzed using two formulae for finding the coefficient of correlation between two components which 

are: 

1. Karl Pearson’s coefficient of correlation 

2. Spearman’s Rank coefficient of correlation 

 

INTRODUCTION 

 

Defects are really hard to handle and even more dangerous when they are not detected in the stage in which they are 

injected. As the defect keep moving from one stage to another it becomes harder to detect it and even harder to fix it. It 
takes a lot of efforts in terms of time and money.  Software Testing is the process of executing a program or system with 

the intent of finding errors Or it involves any activity aimed at evaluating an attribute or capability of a program or system 

and determining that it meets its required results. Pre-release testing is also known as beta testing. Beta testing is performed 

prior to the commercial release. Post release defects are the defects encountered during the actual use of the software by the 

customers. Research will help the industries to catch the defects before the release of the software product, it will be easier 

and cheap for them to recover from the errors before the the release of the software product. 

Data Collection  

The data were collected from XYZ Company located at Noida. To record the test data, the XYZ Company used MANTIS 
defects tracking system. MANTIS is written in PHP and works with MY SQL and MS SQL databases. The pre-release 

software testers manually recorded defects found before the release of software into defect repository system. The 

approximate time to conduct testing and collect data was approximately 60 days. Then the data were analyzed using Karl 

Pearson’s coefficient of correlation and Spearman’s coefficient of correlation. 

 

Research Findings 

The purpose of the study was to access the relationship between Pre-release and Post release software defects. The data 
regarding the pre-release and post release defects were collected from the XYZ company situated at Noida for a software X. 

The study involved observing and assessing the software testing activities of a specific application performed by the testing 

team of XYZ Software Company, a fictitious name for a commercial company located in Noida. The data were collected 

for 30 modules. The total product defects before and after the release of software module to market was also counted using 

a simple counter. Then the data were used to find out the relationship between pre-release and post release defects. 

The collected data were then analyzed using two formulae for finding the coefficient of correlation between two 
components which are: 
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1. Karl Pearson’s coefficient of correlation 

2. Spearman’s Rank coefficient of correlation 

Karl Pearson coefficient of correlation 

In statistics, the Pearson product-moment correlation coefficient (r) is a common measure of the correlation between two 

variables X and Y. When measured in a population the Pearson Product Moment correlation is designated by the Greek 

letter rho (?). When computed in a sample, it is designated by the letter "r" and is sometimes called "Pearson's r." Pearson's 
correlation reflects the degree of linear relationship between two variables. It ranges from +1 to -1. A correlation of +1 

means that there is a perfect positive linear relationship between variables. A correlation of means that there is a perfect 

negative linear relationship between variables. A correlation of 0 means there is no linear relationship between the two 

variables. Correlations are rarely if ever 0, 1, or -1. If you get a certain outcome it could indicate whether correlations were 

negative or positive. 

The quantity r, called the linear correlation coefficient, measures the strength and the direction of a linear relationship 
between two variables. The linear correlation coefficient is sometimes referred to as the Pearson product moment 

correlation coefficient in honor of its developer Karl Pearson. 

The mathematical formula for computing r is: 

           
2222 yyNxxNyxxyNr

 

Where: 
 

N= number of pairs of scores 

∑xy= sum of the product of paired scores 
∑x=sum of x scores 

∑y=sum of y scores 

∑x2=sum of squared x scores 

∑y2=sum of squared y scores 

 

Results after using Karl Pearson coefficient 

 

The following data were applied to the Karl Pearson coefficient of correlation: 

 
S. No. No. of pre-release Defects No. of Post Release Defects 

1 10 3 

2 30 4 

3 21 2 

4 51 9 

5 20 19 

6 41 4 

7 2 10 

8 50 14 

9 33 4 

10 7 5 

11 16 0 



International Journal of Enhanced Research in Science Technology & Engineering, ISSN: 2319-7463 
Vol. 4 Issue 6, June-2015, pp: (566-571), Impact Factor: 1.252, Available online at: www.erpublications.com 

 

Page | 568  

12 55 9 

13 9 0 

14 110 3 

15 25 0 

16 8 3 

17 118 15 

18 78 4 

19 7 3 

20 98 10 

21 67 0 

22 7 5 

23 97 12 

24 12 6 

25 102 27 

26 4 8 

27 59 10 

28 26 3 

29 39 0 

30 18 4 

 

These data were applied to the formula and the results were: 
 

N= 30 

∑x=1220 

∑y=196 

∑x2=86090 

∑y2=2396 

∑xy= 10811 

 

From the above results the value of r= 0.39. It means a weak but positive and significant relationship between the number 

of pre-release and post release defects. Hence the null hypothesis was rejected. 

Spearman’s Rank Coefficient of Correlation 

Spearman’s Rank correlation coefficient is used to identify and test the strength of a relationship between two sets of data. 
It is often used as a statistical method to aid with either proving or disproving a hypothesis e.g. the depth of a river does not 

progressively increase the further from the river bank. The formula used to calculate Spearman’s Rank is shown below: 

 

 nndr   3261  

.  

 Where,  r = relationship between Two components 

              d = difference between ranks 

 n = number of samples/observations 
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Results after Using Spearman’s Rank coefficient of correlation 

 

After using the Spearman’s formula the results were: 

 

S. No. No. of Pre-release defects No. of Post release defects Rank 1 Rank2 d2 

1 10 3 8 9 1 

2 30 4 16 14 4 

3 21 2 13 6 49 

4 51 9 21 21.5 0.25 

5 20 19 12 29 289 

6 41 4 19 14 25 

7 2 10 1 24 529 

8 50 14 20 27 49 

9 33 4 17 14 9 

10 7 5 4 1705 182.25 

11 16 0 10 3 49 

12 55 9 22 21.5 0.25 

13 9 0 7 3 16 

14 110 3 29 9 400 

15 25 0 14 3 121 

16 8 3 6 9 9 

17 118 15 30 28 4 

18 78 4 25 14 121 

19 7 3 4 9 25 

20 98 10 27 24 9 

21 67 0 24 3 441 

22 7 5 4 17.5 182.25 

23 97 12 26 26 0 

24 12 6 9 19 100 

25 102 27 28 30 4 

26 4 8 2 20 324 

27 59 10 23 24 1 

28 26 3 15 9 36 

29 39 0 18 3 225 

30 18 4       11 14 9 
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The value of ∑d2 = 3214 

The value of r = 0.28.  

Again it means that number of pre-release and post release defects are related to each other. There is a positive and 

significant relationship between them. 

Hence, from both the results the null hypothesis H0 is rejected. The result shows that the cumulative sum of number of 
discovered post release defects slowly increases according to the increase of the pre-release defects.  

Conclusion 

An investment in the detection of pre-release defects is known to be less expensive than the cost of fixing defects found 
post release [29]. Therefore, during the pre-release testing process, software managers spend time and efforts detecting and 

fixing pre-release product defects [30]. Nevertheless, despite time and efforts spent, the use of a measurable pre-release 

testing process is still lacking in business practice [31]. The effect of pre-release software testing on the quality of the 

product is unpredictable, causing software managers to describe software product quality without a real degree of certainty 

[32]. 
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