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ABSTRACT  

This paper introduce a detection and identification of brain tumor, here we use an image processing techniques for a 

segmentation of image and generated segmented image pass to random forest tree algorithm. Using RFT segmented 

image is divided into nodes, here we detect true and false nodes and according to true node design a tree then the 

leap nodes are combining and generated a result. Bagging and boosting algorithm are use to improve the RFT 

result. In the existing system neural network is use for result but in neural network result in the form of 0 and 1 so 

noise in result. Hence using the propose system improve the result and performance with great accuracy; get a 

result ten time faster than exiting. 
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1.  INTRODUCTION 

Today’s world many people are living with brain tumor and different type of cancer. Survey represent estimated a one lack 

peoples are live with cancer. There are 30 to 35 % people are live with cancer. Different type’s algorithms and methods are 

used to analyze tumor. Images’ developing for checking a brain tumor but it is not sufficient to analyze a result. Getting a 

final result is not enough to accurate analyzing and gets any decision on it. 

MRI scan image are used to analyze a result they segmented image and result pass to random forest tree technique. Image is 

segmented using an image processing algorithm. They segmented each and every point of image. Features provide by a 

segmented image is (a) mutual exclusion and (b) exhausted regions. Many algorithms to improve the result such as 

bagging, boosting, C4.5. RFT is use to classify the image segmented result and analyze the result of brain tumor. Result is 

complex because the leap nodes are combining each other and give three buckets as an output. Here we use a bagging 

technique to simplify the result and boosting technique  is use to improve speed of processing .Using given algorithms 

techniques the result is improve with accuracy and better performance compare to exiting . 

 

2. ANALYSIS OF EXISTING SYSTEMS 

 

The basic techniques to detection and identification of brain tumor and classify in normal and unmoral condition. A 

modified image segmentation to analyze the result for brain tumor classification uses a modified PNN, using this technique 

result show in the form of 0 and 1. Brain tumor classification is 100% correct to applying a PNN on MRI image. Using 
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these techniques LVQ-based PNN for brain tumor result time is more to classify approximately 79%. In this approach 

result is in the form of normal and abnormal. Here use an 18 data set for a 

detection and identification of result. Drawback of this system is result; result show in 0 or 1 manner example - result is 

0.000235 so it is calculate as a 0. 

Another technique is Artificial Neural network to detect and classify brain tumor. Get an input MRI image is segmented 

then find a result. For image segmentation here use a histogram equalization technique. The result of this technique is in 

two a level first is gray level1 and gray level 0 is background segmentation. 2) Feature extraction using this trained data set 

for image classification. The result is dividing between normal and abnormal. 3) ANN classifier to identify brain tumor. 

 Computer aided diagnosis is based on MRI image. A classification framework describe four type of different features 

extracted from structural MRI image.AS vs. MCI vs. CN is a classification of different classes. Classification rate is a 

subset of ADNI1-2database and they achieve 51 to 59 % features sets. An artificial intelligence, different types of 

algorithms like random forest tree, neural network and support vector machine. The result –  

 

# of images  1  2  3  4  

Classifier  Standard deviation [%]  

ANN  3.89  3.17  2.69  2.04  

RF  3.11  2.38  2.40  2.10  

SVM-RBF  2.82  2.65  2.39  2.05  

SVM-POLY  2.67  2.82  2.49  2.17  

ML  4.03  3.11  2.81  2.82  

 

3. PROPOSED SYSTEM ARCHITECTURE 
 

Proposed System Include Following Stages. 

 

A. Image Preprocessing 

B. Classification Using 

C. Random Forest 

D. Bagging 

E. Boosting 
 

Proposed system using image segmentation brain tumor image is segmented. Features of image are extracted for 

classification. Using random forest tree algorithm classify the image is in three condition normal, pre and post condition. 

Segmented image is classified and compare to these three conditions, get result. Result is display in the form of all deep 

details. Bagging and boosting algorithms are used to improve the result of classification. 

The C4.5 algorithmic program extension of his own ID3 algorithmic program for generating call trees. Textile and 

Boosting area unit general methods for up classifier and predictor accuracy. suppose that we have a tendency to area unit a 

patient and would really like to own a diagnosing created supported the symptoms. rather than asking one doctor, we have a 

tendency to could opt to raise many. if a definite diagnosing happens over any others, we have a tendency to could select 

this because the final or best diagnosing. that\'s the ultimate diagnosing is created supported a majority vote wherever every 

doctor gets associate equal vote. Currently replace every doctor by a classifier, we\'ve got the essential plan behind textile. 

In boosting, we have a tendency to assign weights to the worth of every doctor’s diagnosing, supported the accuracies of 

previous diagnoses they need created. The ultimate diagnosing is then a mix of the weighted diagnoses. 
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Fig. 1   Architecture of our proposed system 

 

 
4. CONCLUSION 

 
The system proposed a method as a random forest tree for classification of brain tumor. This technique is useful to 

classify the brain tumor image with more accuracy and less time in training set. Then, by giving an input as an image, they 

use Bagging and Boosting are improving classifier and predictor accuracy. Then in the last step, before classified image is 

finding they compare with given training set and test set, find result of the given image and the result is in form of normal 

or precondition or post condition.  
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