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ABSTRACT 

 

It has become more crucial to use computational methods in the discovery and development of new drug-like 

molecules for the treatment of diseases. People who have recently become infected are at a significant risk for 

mortality or serious sequel from these infections. Researchers have access to a vast array of chemical, biological, and 

clinical data. As a result, AI based machine learning algorithms can be used to discover connections between specific 

chemical data properties physiological activity of the molecules. These data may also be used to develop models 

predicting how a particular virus genotype relates to a patient clinical response to treatment. In this paper, AI based 

machine learning techniques have been used in antiviral research. Virus-host interactions, medication resistance 

prediction, and the development of new antiviral medicines and vaccines can all benefit from machine learning 

technologies. Coronaviruses are the most important consideration in the present machine learning evaluation 

against antiviral research that shows an accurate analysis of 98% that is higher than other methods. 
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INTRODUCTION 
 

When it comes to COVID-19 drug discovery, it is all about trial and error. However, virtual screening (VS) is becoming 

increasingly popular due to the inefficiencies of laboratory throughput screening [1]. Reasoning-based drug discovery is an 

approach for restricting cell growth and/or activity that is based on the computational targeting of certain macromolecules 

[2]-[5]. Because we have access to both computational and empirically validated viral protein structures, virtual screening 

(VS) is an efficient and cost-effective technique for identification of the candidates [6] [7]. 

 

It has been established that conventional vaccine discovery procedures are expensive, and it may take years for vaccine 

development that is effective against a specific virus. An approach to vaccine design known as Reverse Vaccinology (RV) 

[8] was introduced in the early 1990s that eliminated the need for bacterial culturing in order to discover vaccine targets. 

This approach revolutionised the discipline by doing away with the need for bacterial culture to discover vaccine targets 

[9]-[11]. In addition, it is possible to identify the protein antigens than only those isolated from bacterial cultures [12], 

which is a significant improvement over previous methods. Scientists were able to build RV prediction programmes as a 

result of the combination of these benefits. 

 

Artificial intelligence models have revolutionised drug discovery research (as in Figure 1) during the previous decade [13]–

[15]. As a result of artificial intelligence, rule-based filtering methods [16] and RV virtual frameworks [17] have been 

established. Through AI based machine learning (ML), it is feasible to develop models to generalise from patterns found in 

current data while also making inferences from patterns that have not yet been observed. Because of advancements in deep 

learning, automated feature extractionfrom raw data can now be used as part of the learning process in deep learning (DL). 

https://www.unimap.edu.my/index.php/en/
https://www.gehu.ac.in/
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Deep learning feature extraction has also recently been discovered to produce superior performance than other computer-

aided models [18]–[20], which is a significant breakthrough. 

 

 
 

Figure 1: Schematic of Antiviral Discovery strategies 

 

In this work, an AI based machine learning technologies have been used to aid in the discovery of new antiviral agents. 

Computer-aided drug discovery by the prediction of treatment resistance, are all made possible through the application of 

Artificial Intelligence. Coronaviruses are the most important element in the current machine learning appraisal of antiviral 

research, and they are also the most prevalent. 

 

BACKGROUND 
 

Machine learning has had a significant impact on a wide range of scientific and engineering areas over the last several 

years. Speech and facial recognition [21], as well as customised targeted marketing [22], are just a few examples of how 

artificial intelligence has influenced our daily lives. In large part, the success of AI  may be due to the tremendous amount 

of data available and the capacity to perform autonomous feature learning [23]. A considerable impact on drug and vaccine 

development has been achieved [24], with predictions of drug and vaccine activity [26], chemical characteristics [25], 

ligand–protein interaction and reaction reactions [27] all being made possible by the method. 

 

Artificial Intelligence has also had a favourable impact on vaccine design according to the authors. When it comes to 

antigen prediction, VaxiJen was the first RV approach to include ML, and it has shown promising results. Employing 

mathematical machine learning to RV, an application that employs ML to predict antigens, provides further evidence that 

using mathematical machine learning to RV has proven to be a successful technique. Overall, these pipelines contain 

features for extraction, selection, and data augmentation and cross-validation. These pipelines are used to anticipate vaccine 
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candidates against a variety of bacteria and viruses that are known to cause infectious diseases, including influenza and 

hepatitis.  

 

For the first time, antibodies can now be represented by graph-based properties rather than expert-designed qualities, which 

is a significant advancement. In [30], mean pooling is used to categorise data after it has been extracted from a graph using 

graph feature extraction, pooling, and classification using deep models. DL have revolutionised the area of vaccination, 

allowing for accurate neoantigens prediction and binding affinity [31]. In the past few years, autoencoders for the human 

leukocyte antigen (HLA-A) have made significant progress in extracting the characteristics, which could be employed in 

vaccine discovery. 

 

In the field of AI, the ability of a computer to learn from data is a critical component of success. Bioactivity and toxicity of 

pharmaceutical substances can be anticipated using a number of computational modelling methods that use AI. Aside from 

these applications, AI can be utilised in drug discovery to predict protein-protein interactions and ADMET characteristics, 

as well as protein folding and QSAR. 

 

It is possible to predict LogP and solubility properties with high accuracy using classic QSAR techniques. In spite of the 

fact that artificial intelligence is an excellent tool for identifying preclinical candidates more cost-and time-efficiently than 

ever before, accurately predicting the binding affinity of therapeutic compounds to receptors is still problematic for a 

variety of reasons. First and foremost, artificial intelligence (AI) is a data mining technology whose efficacy is greatly 

dependent on the quantity and quality of data provided as input. There is a scarcity of high-quality data from public 

databases, as well as a diverse range of data sources, such as different biological investigations, which makes AI learning 

more difficult. 

 

PROPOSED METHOD 
 

The training and testing datasets were constructed using information gathered from these sources. The ChEMBL target ID 

613731 was carefully selected for cell-based studies in order to exclude tests that did not contain any chemicals, standardise 

molarity units, and check for chemical structural errors. In order to further curate these data sets and develop the ANN, we 

used the automated approaches described in Figure 2. 

 

 
 

Figure 2: Schematic Layout of the Proposed Workflow 
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Artificial Neural Network 

The use of artificial neural networks (ANNs) is becoming increasingly used across a wide range of industries to address a 

wide range of difficulties. Complex and detailed data can be understood, patterns can be created, and trends can be 

forecasted with the help of neural networks. Feedforward neural networks (FNNs) are the neural networks that are most 

frequently employed in real-world applications because they are particularly well-suited to handling classification and 

regression problems. Traditional neural networks typically contain an architectural structure, activation functions for each 

layer, and a training technique, all of which are well-known concepts. The performance of neural networks is directly 

influenced by the components listed above. 

 

In order to use FNNs effectively, a large investment in time and resources must be made, both in terms of training and in 

terms of implementing the results. The FNN training algorithm is responsible for identifying and implementing the optimal 

weight and inclination combinations for the FNN structures in the FNN structures. Gradients and meta-heuristics are 

commonly used to train neural networks, and this is a frequent practise. 

 

The gradient technique converges to the optimal solution in a short period of time. The gradient approach, on the other 

hand, frequently fails to identify the global optimum. Meta-heuristic algorithms, such as crossover operators, allow for 

random mutations to occur, whereas the gradient process steers each point in the desired direction. A single point is reached 

via the gradient approach, and it becomes stuck at that location. As a result of their randomness, meta-heuristic algorithms, 

on the other hand, are able to avoid reaching local optimums. In locations where the gradient is low, deterrent techniques 

such as gradient descent do not work very well.  

 

It is the most common type of neural network architecture in which information or signals are only formed in one direction, 

from input to output, and are not created in any other manner. The back propagation algorithm is used to train artificial 

neural networks. This type of artificial neural network (ANN) contains a layer of neurons that is not visible to the user. 

 

This artificial neural network (ANN) is capable of estimating nonlinear and difficult properties. During training, the 

MLFNN weights and biases are fine-tuned to achieve the best results. For better or worse, it is founded on the disparity 

between what was anticipated and what really occurred. 

 

Input of the feed-forward network  

It is necessary to establish the input variables of the FNN before it can be used to construct an artificial network. The 

artificial network for the reliable diagnosis of adenomyosis is constructed by combining a variety of different input 

variables. The activation function is defined as below: 

1

1
( )

xe
x





 

This is defined explicitly with linear input combinations as below: 

1 1 2 2 )( N Nw x wx w x     

Adding bias to the unit function, we can modify the equation as below: 

1 1 2 2 )( N Nw x w x w x      

Preprocessing  

The order in which the input variables are presented is crucial for neural network modelling. Standardization of input 

variables is important because input variables encompass a wide variety of physical units and ranges that are difficult to 

compare. Therefore, prior to constructing the neural network, it is necessary to standardise the input and output parameters 

between 0 and 1. 

 

Training procedure 

Once the input variables have been discovered, it is possible to find the appropriate neural network architecture to use. This 

ANN is capable of estimating nonlinear and difficult properties. Optimization of the recommended artificial network is 

achieved by the use of an algorithm based on repeating procedures. The number of neurons in a FNN is an important 

performance indicator for this type of neural network. The number of neurons in the network hidden layers is set to the 

maximum possible number. When the number of neurons in hidden layers is more than their ideal value, it is possible for 

ANNs to overfit. This may have a negative impact on the FNN overall performance. 

 

During the training procedure, the back propagation method makes use of a Bayesian regularisation technique, which is 

described in detail below. Some feel that the sigmoid function of Tan reflects the tangent hyperbolic features of tangent 

hyperbolic functions. When constructing an ANN, the Bayesian regularisation technique is utilised to establish the weights 
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and biases that should be employed in order to minimise the average square error and build the right ANN. This procedure 

is known as Bayesian regularisation. It is considered a learning step when the number of MSE repetitions remains constant. 

 

RESULTS AND DISCUSSIONS 
 

Based on the AI based machine learning technique that was utilised, the results of the training were different. For instance, 

there is a difference of more than 0.1 across techniques in terms of accuracy, precision, and recall. The compounds 

considered for simulation is given in Table.1. 

 

Table 1: Compounds Considered  

 

Compound Antiviral Screening Drug 

1 11626003 

2 Paroxetine 

3 Ezetimibe 

4 Cinoxacin 

5 SB202190 

 

 
Figure 3: Accuracy 
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Figure 4: Precision 

 
Figure 5: Recall 
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Figure 6: F-measure 

 
Figure 7: MAPE 
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Despite the fact that the performance (Figure 3 – Figure 7) on the training set was similar, external validation revealed a 

significant difference. When all criteria were taken into consideration, DNN emerged as the clear winner in terms of 

external validation, followed by all other machine learning algorithms. 

 

Therefore, even though the technique was successful in properly classifying molecules in training data, it failed miserably 

in the external evaluation of the technique. Because machine learning methods cannot distinguish between molecules that 

are identical but belong to distinct classes, they are unable to determine the crucial features that distinguish them as active 

or inactive. 

 

According to this example, when dealing with a small data set, ANN performance can be comparable to, or even worse 

than, that of other methodologies. In general, the findings are consistent with previous research on machine learning and 

drug development, which has found that RF, SVM, and Bayesian algorithms are the most successful methods of 

classification. 

 

An external examination revealed that the top three algorithms to use were SVM, RF, and NB. The accuracy, sensitivity, 

and recall levels obtained from these techniques show that they were able to accurately and reliably predict and distinguish 

between active and inactive classes of compounds when not using the training data as input. Thus, despite their disparities 

in precision and recall, the harmonic mean of the two measures for the best three models (with an accuracy of 99% is 

achieved) is near to one another. 

 

CONCLUSIONS 
 

In this work, machine learning technologies have been used to aid in the discovery of new antiviral agents. Computer-aided 

drug discovery and prediction of treatment resistance, are all made possible through the application of machine learning. 

Every year, an increasing number of people are diagnosed with and murdered by COVID-19; the absence of approved 

pharmaceuticals for treatment and immunizations is a worldwide public health crisis that necessitates urgent research into 

novel treatments and vaccines to combat the disease. Considering that this RNA virus has the ability to evolve and acquire 

drug resistance, it is vital to research targeting several therapeutic targets in order to maximise the effectiveness of 

treatment while also reducing the likelihood that the virus will evolve and develop drug resistance. 
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