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ABSTRACT 

 

Sign Language detection by technology is an overlooked concept despite there being a large social group 

which could benefit by it. There are not many technologies which help in connecting this social group to the 

rest of the world. Understanding sign language is one of the primary enablers in helping users of sign 

language communicate with the rest of the society. Image classification and machine learning can be used to 

help computers recognize sign language, which could then be interpreted by other people. Convolutional 

neural networks have been employed in this paper to recognize sign language gestures. The image dataset 

used consists of static sign language gestures captured on an RGB camera. Preprocessing was performed on 

the images, which then served as the cleaned input. The paper presents results obtained by retraining and 

testing this sign language gestures dataset on a convolutional neural network model using Inception v3. The 

model consists of multiple convolution filter inputs that are processed on the same input. The validation 

accuracy obtained was above 90% This paper also reviews the various attempts that have been made at sign 

language detection using machine learning and depth data of images. It takes stock of the various challenges 

posed in tackling such a problem, and outlines future scope as well. 
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INTRODUCTION 

 

Understanding human motions can be posed as a pattern recognition problem. If a computer can detect and 

distinguish these human motion patterns, the desired message can be reconstructed. Static sign gestures used to 

signify alphabets and numbers have been detected successfully. However, this system can be extended for words 

and sentence recognition too. Here, we have used American Sign Language (ASL) as the sign language whose 

gestures we attempt to detect. Various other sign languages have originated from this as well. Spoken language is 

the medium of communication between a majority of the population. Without spoken language, it would not be 

possible for a large proportion of the population to communicate. However, despite the existence of spoken 

language, a section of the population is not able to communicate with the majority of the population. Mute people 

are unable to communicate using spoken languages. Sign language comes to the aid of this section of the 

community. Using facial expressions, static hand symbols, and hand gestures, sign language provides tools to 

communicate just as spoken language does. Similar to spoken languages, there are various types of sign languages 

as well. These have originated like spoken language, in accordance with dialect and geography. Examples include 

Polish Sign Language, American Sign Language, Indian Sign Language, etc. Due to these differences, it does have 

its own drawbacks. Primarily, like all spoken languages, it can be used only amongst people who know the 

language. Users of sign language who are speech impaired, are unable to interact with the rest of the population who 

is only well-versed in spoken language. Therefore, it is vital that the gap between the two is bridged to facilitate 

better and more efficient communication. Another hindrance this section of the population faces is in the field of 

human computer interaction, especially when their only means of communication is through sign. The users of ASL 

have been put at 250,000 to 500,000. Compared to the size of the population, this is a small number [19]. 

Technology in the form of multiple software packages has been developed for the purpose of teaching and 

understanding sign language [20][21]. But the progress in using modern technology for sign language recognition 

has been good but limited [22]. There arises a need for a software capable of recognizing and interpreting sign 

language accurately. More importantly, it should act as a bridge between the users of sign language and those who 

do not have any immediate motivation to learn/understand the language. Our paper contributes towards this effort, 

by experimenting with one such methodology to verify its efficiency in recognizing sign language more efficiently. 

For this, we have taken into consideration ASL (American Sign Language) in our experimentation. 
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Fig. 1. Basic gestures in American Sign Language and Indian Sign Language. 

 

Convolutional Neural Network 
In a normal neural network, the neurons belonging to various layers will be individually connected to each other. If 

the input to this neural network is an image, each pixel in the image will be connected to a neuron in the input layer. 

 
   Fig. 2. Architecture of Inceptionv 3 

 

Considering a RGB image of 256 x 256 x 3 will result in 196608 values, each ranging in intensity from 0 to 255. As 

one could expect in such a scenario, this is an infeasible value with so many neurons and subsequently, so many 

weights to be updated in a normal neural network. Convolutional neural networks help in overcoming this 

drawback. In any image, not all pixels carry useful information [9]. Pixels that carry unrequired information about 

the background are numerous, and do not give the computer useful data about the object. Convolutional neural 

networks instead convolve around the input pixels i.e. the image, to reduce its dimensions when it is input to the 

next layer. This is done by a series of operations such as convolving, which is repeatedly reducing the dimensions of 

a patch of image by using filters [17]. Subsequent operations include pooling, applying final activation map to a 

fully connected layer, and then classifying using a softmax layer [7]. 

 

Inception Model: Inception also makes use of convolutional neural networks. Instead of stacking convoluting, 

pooling, softmax, and related layers on top of each other, these layers are instead stacked parallel to each other. Post 

this, outputs are concatenated, which are fed as inputs to the next block[6]. Traditional convolutional neural 

networks which do not have this kind of parallelism, usually require a larger amount of processing and computing 

power. Inception blocks are the repeated loops of operations which are depicted in the figure. Inception type 

architecture enables processing of large amounts of data with the use of limited computer resources. Therefore, this 

also makes it a better fit for the problem that we are attempting to solve as deploying a system or a camera for 

capturing of sign language images for training will likely be done on  

a device with limited computing capabilities.[6][8][11] 

 

LITERATURE REVIEW 
 

Zafar Ahmed Ansari and Gaurav Harit [2] have carried out extensive research in the field of correctly categorising 

Indian Sign Language gestures. They have classified 140 classes which include finger-spelling numbers, alphabets, 

and other common phrases as well. For the dataset, a Kinect sensor is used. RGB images of resolution 640 x 480 are 

captured along with their depth data. Depth values of each pixel are captured in the depth data of the image. Each 
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pixel of the image corresponds to value in the depth data file. As the subjects inthe dataset were all standing with 

their hands outstretched, the hand in the image will have the least depth. We were able to confirm this by masking 

pixels whose corresponding depth values were more than a certain threshold value. The part of the image which was 

left after doing this process had the palm with the gesture. However, as this had certain inconsistencies, we were 

unable to use this dataset for training with convolutional neural networks. Unsupervised learning was carried out 

using the traditional K-means algorithm. Points of local maxima were used as K clustering centers to initialize K 

seeds in order to correctly detect various parts of the body such as torso, hand, etc. To extract features and train the 

dataset, SIFT feature mapping, and Gaussian masks were used. Resultant accuracy was over 90%. The recognition 

of sign symbols by Divya Deora and Nikesh Bajaj[2] is done with PCA (Principal Component analysis). The paper 

also proposes recognition with neural networks. The data they acquired was using a 3 mega pixels camera and hence 

the quality was poor. For each sign they took 15 images and stored it in their database. The small dataset was one of 

the reasons why their results were not satisfactory.  

 

They performed segmentation and separated the RGB into components and performed a simple boundary pixel 

analysis. They have mentioned that even though combining algorithm with PCA provided a good result, a better 

output can be obtained using neural networks. Sign language recognition carried out by Lionel et al[3] uses 

Convolutional Neural Network (CNN). To automate the process of sign language recognition, two steps were 

carried out - feature extraction and classifications of the actions. The first step is performed using CNN and the next 

step using an Artificial Neural Network. The dataset includes a total of 20 distinct Italian gestures that have been 

signed by 27 people in different surroundings. Videos are recorded using Microsoft Kinect. A total of 6600 images 

were used for development purposes out of which 4600 were used for training and the rest for validation. The 

images were preprocessed to crop the higher part of the hand and torso. For all gestures, only one side is required to 

be learnt by the model. Max pooling is used for feature extraction and classification. It consists of 2 CNNs, the 

output of which enters an ANN. The ANN combines the output of the two CNNs. A CPU was used for 

augmentation of the data and a GPU for training the model. Zooming rotation and transformation was done as a part 

of data distortion. 

 

Training using this model resulted in an accuracy of 91.7%, and a mean Jaccard index of 0.789 was obtained using 

the model in ChaLearn 2014. 

 

 

 

Dataset Used: The dataset we have used[5] has images of static sign language gestures in American Sign Language. 

 There are 24 labels of static gestures from letters A to Y, excluding J. 

 J is not included as it is a dynamic gesture.  

 There are on an average 100 images per class. 

 From each of the classes, 20% of the images were used specifically for testing 

 

IMPLEMENTATION 

 

 
 

Fig.3.Flow diagram of implementation 

 

A. Image Cropping: In the given dataset, images show static hand gestures. However, along with the hand gesture 

which is present in the image, there are also portions of the background and the face in the image. The dataset also 

provides bounding box values for the static hand gesture in the image. While it already seems intuitive to crop 
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images to only have the area which is to be recognized, it is also essential to understand the logic behind it. The 

different layers in the convolutional neural networks are used to detect different features in the image; these go from 

basic to more complete features. The initial layers detect curves, colours, and other basic image features. In 

subsequent layers, the shape of the object is detected, and then the classification is done by the softmax layer. 

Therefore, in order to prevent seemingly unnecessary shapes from being detected, these images are cropped using a 

Python script. The resultant images are on an average 160 x 160 in size. These have thenbeen classified into their 

appropriate classes. 20% of the images of each class have been separated out for testing. 

 

B. Data Augmentation: This is performed during training in order to run the images through simple distortions. 

This includes operations such as cropping, scaling, and flipping. By doing this, it is ensured that the neural network 

is not over fitted to a particular type of images. This also reflects the variations present in real-world data 

 

 Cropping: In the full image, a bounding box is placed randomly at random positions. This does not include the 

cropping preprocessing that has been already done. In a real scenario, it is possible that while cropping, the entire 

gesture is not captured correctly. Cropping parameter is used to determine amount of cropping. In order to get a 

section of the image that is half that of the image, this parameter is initialized to 50%. In order to get the same 

image, the parameter is set to zero.  

 

 Scaling: It is similar to cropping, except that the box used for bounding is always centered and within the given 

range the size is varied randomly. However, unlike cropping, the bounding box does not contain only the section of 

the image contained in it. Instead, the image is resized to fit the bounding box 

 

 Rotation: The images were rotated by 5 degrees and 10 degrees in both clockwise and anti-clockwise direction. A 

greater amount of rotation would’ve changed the meaning of the symbol.  

 

 We could not flip the images to increase the dataset because that would result in the symbols  

changing their meaning. 

 

C. Splitting into Sets: Once the images are recognised, the images are required to be split into training, testing and 

validation sets. The validation and testing percentage are specified as arguments. This is done in order to have 

control over how many images should be trained on the model. In order to have a consistent method of splitting 

images, a custom algorithm is used. A hash is created from the file name using SHA-1. This is then converted into 

percentage. If this percentage is less than the given validation percentage, it is added to the validation set. If it is less 

than the sum of the validation and testing percentages, it is added to the testing set. In all other cases, it is added to 

the training set. This algorithm has been chosen only to provide a consistent method of splitting, and any other 

method of splitting can also be used. 

 

D. Training: The top-layer was retrained so that the new classes are identified. We were able to obtain results of 

significant accuracy by setting the learning rate at 0.05. On further increase or decrease of learning rate however, the 

accuracy reduced drastically. 

 

 
Fig.4.Sign prediction rates 

 

As seen above when the learning rate was 0.01, out of 60 images tested 48 were predicted correctly and 12 

erroneously. However, when we tweaked the learning rate to 0.05 and trained the model again, on testing, only 4 

images were predicted erroneously whereas 56 were predicted correctly. This is because when the learning rate is 

changed, the weights get changed, and therefore the error rate varies.[16] 

 

E. Testing: As seen in the flow diagram described above, the last stage of implementation is the testing of images 

on the trained model to determine the level of accuracy of the final model. This has been implemented using the 

Tensor Flow python library for deep learning. For testing, the images in the testing partition created as mentioned 
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above, are accessed. 

 
 

Fig.5. Symbol of letter ‘R’ used for testing 

 

First, the image data is read sequentially. Along with this, the label files are loaded and the carriage return is 

stripped off. Next, the file representing the new trained model is loaded as a Tensor Flow graph. Once the model is 

loaded, the image data is loaded as input to the graph, for a preliminary prediction. As a result of this preliminary 

run, each image is assigned a percentage confidence. The confidence percent depicts the level up to which the model 

was able to predict the result. After the first prediction run, the labels are shown, sorted in order of confidence. 

 

RESULTS 

 

A. Prediction: We designed our system to predict the percentage probability of the input symbol. A sample is 

shown below in which we passed an image of the sign symbol of ’R’. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6. Probability graph obtained 

 

Our model correctly predicted it as being ’R’ with a probability of over 95%. 

 

B. Cross Entropy:The usual loss function for neural networks cannot be applied to neural networks with the 

softmax layer, which is used for classification. Usually, the error function used puts emphasis on the incorrect 

outputs as well. This is the meansquare method for calculating error function. When considering neural networks 

with a softmax layer, an alternate error function is used. This error function is called cross entropy. Following 

formula is used for calculation of cross entropy. 

 

𝑛 

−∑ln(𝑜i)*𝑡i 

i=0 

 

(1) 

In our case as we increased the epochs the cross entropy, an error function reduced drastically. During the first 

epoch we got a cross entropy over 3.0 but soon after 250 epochs the cross entropy dropped below 0.1. Also, as the 

cross entropy decreased the validation accuracy increased from 9% at the first epoch to 97% at 350th epoch. 
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Fig.7.Cross entropy obtained 

C. Validation Accuracy: The below graph shows how the validation accuracy varies as the number of epochs 

increases. Total epochs plotted in the graph is 350. 

 

As the epochs increase the top layer of the pretrained model is trained more for our dataset. Thus, we see an increase 

in validation accuracy and a decrease in cross entropy. We were able to obtain an average validation accuracy of 

90% with the greatest validation accuracy being 98%. 

 

 

Fig. 8. Validation accuracy obtained 

 

FUTURE SCOPE 

 

Future scope includes but is not limited to:  

 

 The implementation of our model for other sign languages such as Indian Sign Language, as it is currently 

limited to American Sign Language. 

 Enhancement of the model to recognize common words and expressions. 

 Further training the neural network to efficiently recognize symbols involving two hands, 

 Improving the results by using linear classifiers. 

 Including dynamic hand gestures in addition to the current static finger spelling.  

 Using convolutional neural networks to also account for depth data in order to detect gestures. captured by 

devices such as Kinec. 

 

CHALLENGES 

 

 The biggest challenge for us was to find the right dataset. Some datasets had very few images while others had 

only a few symbols. 

 Choosing the correct dataset-model combination was tricky as there were models which tended to overfit to a 

particular dataset. 

 The next challenge faced was modifying the Inception v3 model for our use, since it is relatively new, not 

many references was available online.  

 Also we first started with the Indian Sign Language, but due to the lack of dataset we had to switch to 

American Sign Language. 

 

CONCLUSION 

 

Using Inception v3, we were successfully able to use convolutional neural networks for correctly recognizing 

images of static sign language gestures. The results obtained showed a consistently high accuracy rate of over 90%. 

This goes on to show that given a proper dataset, and correctly cropped images, Inception v3 is an apt model for 

static sign language gesture recognition. 
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