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ABSTRACT 

 

Convolutional Neural Networks (CNNs) have emerged as powerful tools within medical imaging, offering 

significant advancements in the detection and diagnosis of respiratory diseases such as COVID-19 and 

pneumonia. This research paper provides a comprehensive comparison of various studies that utilize CNNs for 

these purposes. The paper analyzes methodologies, datasets, network architectures, performance metrics, and 

results across multiple research papers. The aim is to pinpoint the strengths and weaknesses of different 

approaches, highlight the most effective practices, and deliberate on prospective domains for future 

investigation. Our discoveries suggest that although CNNs show high accuracy and efficiency in detecting 

respiratory diseases from medical images, challenges such as data quality, generalizability, and computational 

requirements remain critical considerations for real-world applications. 
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INTRODUCTION 

 

The outbreak of the COVID-19 pandemic has underscored the urgent need for efficient and accurate diagnostic tools. 

Traditional diagnostic methods, while effective, often face limitations in terms of speed, accessibility, and scalability. 

In the present context, Convolutional Neural Networks (CNNs) have attracted considerable attention for their potential 

to revolutionize medical diagnostics, especially in identifying of respiratory diseases like COVID-19 and pneumonia. 

CNNs, a type of deep learning models, excel at recognizing patterns in visual data, rendering them ideal for analyzing 

medical images such as chest X-rays. 

 

Recent studies have demonstrated the feasibility of using CNNs to assist for the early detection and diagnosis of 

respiratory conditions. These models have demonstrated potential in enhancing diagnostic accuracy, reducing the 

burden on healthcare professionals, and potentially improving outcomes. However, the efficacy of CNNs in medical 

applications depends on several factors, including the quality and dataset size, the architecture of the neural network, 

and the robustness during the training process. Research paper aims to compare various research efforts that employ 

CNNs for detecting COVID-19 and pneumonia. By systematically reviewing and synthesizing findings from multiple 

studies, the paper seeks to provide an overall view of the current state of CNN applications in the field of medical 

image evaluation. The research will also explore different methodological approaches, evaluate their performance, and 

discuss the practical implications of deploying these models in clinical settings. Ultimately, our goal is to identify best 

practices and find the areas where additional research is required to overcome existing challenges and enhance the use 

of CNNs in respiratory disease diagnosis. 

 

DEEP LEARNING 

 

Deep learning, a branch of machine learning, utilizes multi-layered neural networks to analyze extensive datasets and 

uncover complex patterns. This technique, which emulates human decision-making processes, has transformed fields 

such as image recognition, speech processing, and autonomous driving. In contrast to conventional methods, deep 

learning excels in managing unstructured data, enabling more detailed and sophisticated interpretations. With the 

continuous growth of computational resources, deep learning is set to revolutionize technology and provide profound 

insights across various industries. 
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A. Convolutional Neural Network 

Convolutional Neural Networks (CNNs) are advanced deep learning models tailored for analyzing grid-structured data 

types like images. By employing convolutional and pooling layers, CNNs can efficiently extract hierarchical features, 

identifying spatial patterns and relationships. This capability allows them to excel in functions such as image 

classification, object detection, and semantic segmentation, as they can recognize edges, textures, and shapes. Because 

of their effectiveness and widespread adoption, CNNs are pivotal in various modern artificial intelligence applications, 

including healthcare diagnostics and autonomous vehicles. 

 

B. MobileNet 

MobileNet is specifically engineered for mobile and embedded vision applications where computational resources are 

constrained. It achieves efficiency through employing depthwise separable convolutions, which break down the 

standard convolution into a depthwise convolution followed by a pointwise convolution. This approach drastically 

reduces the parameter count and computations needed while still maintaining competitive accuracy. The general 

architecture of MobileNet is illustrated in Figure 1. 

 

 

 

Figure 1 General Architecture of MobileNet 

C. InceptionV3 

Inception modules, also known as GoogleNet, were created to improve the computational efficiency of CNNs by 

incorporating various kernel sizes within a single layer. The primary innovation of Inception modules lies in their 

parallel convolutional pathways, which utilize different kernel sizes to capture features at multiple scales effectively. 

The general architecture of InceptionV3 is depicted in Figure 2. 

 

 

Figure 2 General Architecture of InceptionV3 

 

D. ResNet50 

ResNet50 introduced residual learning to tackle the challenge of vanishing gradients in deep neural networks. It 

achieves this by incorporating skip connections or shortcuts, which facilitate the direct flow of gradients during 

training. This design allows for the effective training of very deep networks, extending to hundreds of layers. The 

general architecture of ResNet50 is illustrated in Figure 3. 
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Figure 3 General Architecture of ResNet50 

 

LITERATURE REVIEW 

 

The study by M. M. R. Khan et al. explores the application of deep neural networks (DNNs) for the automated 

identification of COVID-19 in chest X-ray images. Six DNN models were evaluated, with ResNet-50 exhibiting the 

highest performance, achieving a classification accuracy of 96.91%. The dataset comprises 2905  chest  radiographs  

categorized  into  COVID-19 affected, Viral Pneumonia affected, and Normal cases. Methodology involves 

analyzing performances of DNNs through transfer learning to fine-tune pre-trained models. Tools utilized include 

Python with Keras on TensorFlow backend, operating on an NVIDIA GeForce RTX 2080Ti GPU supported by 

stochastic gradient descent (SGD) optimizer. Architectures evaluated include ResNet-50, InceptionResNetV2, 

InceptionV3, DenseNet201, and MobileNetV2. ResNet-50 demonstrated superior performance, followed closely by 

DenseNet201 and MobileNetV2. Recommendations for further enhancement include dataset expansion, 

hyperparameter fine-tuning, exploration of ensemble methods, and continuous validation on new data. [1] 

 

F. Marwa and M. Machhout developed a real-time CNN- based application to detect COVID-19 from chest X-rays. 

Using Rmsprop and SGD with momentum, their model achieved 99.22% accuracy, 99.65% specificity, and 99.45% 

sensitivity. The dataset, containing 12,056 images from Kaggle and GitHub, was augmented with rotation, scaling, and 

noise. Split into training, validation, and test sets, it supports comprehensive evaluation. The CNN, with 23 layers, 

conducts feature extraction and classification, optimized for CPU and GPU processing. Evaluation metrics include 

accuracy, specificity, sensitivity, and cross-entropy curves. Recommendations for improvement include advanced 

augmentation, hyperparameter tuning, and transfer learning for better generalization. [2] 

 

The research paper by Nafisah et al. (2023) uses the COVID-QU-Ex dataset, consisting of 21,165 chest X-ray images 

(10,192 healthy, 7,357 viral pneumonia, and 3,616 COVID-19). The methodology involves preprocessing the images, 

segmenting the regions of interest using a UNet model, and applying rotation augmentation. The study compares the 

efficiency of CNN models (like EfficientNetB7) and Vision Transformers (like SegFormer) in detecting COVID-19. 

Findings suggest that EfficientNetB7 achieved the highest accuracy at 99.82%, with both CNN and ViT models 

performing comparably well. [3] 

 

The study by M. Shorfuzzaman, M. Masud, H. Alhumyani, 

D. Anand, and A. Singh presents the development of a deep learning framework for automatic detecting of COVID-19 

from chest X-ray images, comparing various convolutional neural network (CNN) architectures and fusion techniques. 

The study focuses on ResNet50V2, addressing data scarcity challenges and emphasizing model interpretation and 

clinical validation. Data consists of labeled chest radiographs representing COVID-19, bacterial pneumonia, viral 

pneumonia, and healthy cases. Methodology involves data collection, model selection (ResNet50V2, VGG-16, 

InceptionV3), transfer learning, fusion framework development, evaluation, and model interpretation using techniques 

like Grad-CAM. Results show promising metrics for the fusion model, with accuracy (95.4%), sensitivity (99.1%), 

specificity (98.2%), AUC (95.4%), and F1-score (98.0%). Comparison with existing studies validates the fusion 

model's effectiveness, and visualization aids model interpretation. Recommendations for enhancement include Dataset 

expansion, incorporation of metadata for disease stage identification, cross-dataset validation, collaboration with 

domain experts, and integration of multimodal data for improved prediction accuracy. [4] 

 

This study by J. Kodi, J. B. V. Siva, S. N. Sai, A. Raju, D. Reddy, and P. K. Bhanu explores AI's role in detecting 

COVID-19 from chest X-ray images and disease spread forecasting. It trains CNN models (ResNet50, VGG19, 

MobileNet) for detection and logistic regression, Prophet, and SEIRD models for forecasting. ResNet50 demonstrates 

superior accuracy in detection (98.5%), while SEIRD excels in forecasting (96.43%). The study emphasizes AI's crucial 

support in healthcare decision-making during the pandemic. Future research may focus on model optimization and 

integration for enhanced effectiveness. Tools include Python, TensorFlow, Keras, PyTorch, Scikit-learn, and Prophet. 
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Results underscore AI's potential in disease management, urging continued advancements in AI technologies for 

efficient pandemic response. [5] 

 

The study by M. K. Delimayanti, A. Mardiyono, B. Warsuta, E. S. Puspitaningrum, R. F. Naryanto, and A. 

Naryaningsih outlines the implementation of a CNN for COVID-19 screening via X-ray images, covering data 

preprocessing, CNN architecture, and performance evaluation. The study achieves high accuracy, sensitivity, 

specificity, and precision in identifying cases of COVID-19 cases. It advocates for further exploration of deep learning 

methods to enhance diagnostic accuracy in COVID-19 detection. Chest radiographs obtained from Kaggle, including 

normal and COVID-19 cases, are utilized for training and evaluating the CNN model. Preprocessing involves lung area 

separation and Gaussian filtering. The CNN architecture, based on VGG-16, is implemented using TensorFlow, 

Matplotlib, Numpy, and Keras. Performance metrics assess model effectiveness. CNN model attains 98.13% accuracy, 

98.79% precision, 87.76% sensitivity, and 98.9% specificity in classifying X-ray images. [6] 

 

The study by M. K. Delimayanti, A. Mardiyono, B. Warsuta, E. S. Puspitaningrum, R. F. Naryanto, and A. 

Naryaningsih introduces the MNRSC model for detecting COVID-19 from chest X-ray images, addressing challenges 

in diagnosis. It combines MobileNet with residual separable convolution blocks for enhanced feature extraction and 

classification. Evaluation on COVID5K and COVIDRD datasets shows high accuracy and sensitivity, especially on 

balanced datasets like COVIDRD. Comparative analyses with state-of-the-art models validate its effectiveness, with 

compatibility demonstrated on low-scale devices. The methodology involves CNNs, TensorFlow or PyTorch 

frameworks, and preprocessing techniques. Results indicate excellent performance across diverse datasets and input 

sizes, promising efficient COVID-19 detection. However, challenges like detecting disoriented images and handling 

imbalanced datasets remain. The study indicates potential avenues for future research for improving model robustness 

and clinical utility in COVID-19 diagnosis. [7] 

 

The study by A. Sharma, A. Kodipalli and T. Rao compares the performance of ResNet-16 and Inception-V4 

convolutional neural networks in identifying COVID-19 from X-ray radiographs. Inception-V4 exhibits superior 

accuracy, approximately 83%, attributed to its deeper architecture compared to ResNet-16. The urgency for accurate 

diagnostic tools amid the pandemic underscores the significance of machine learning in symptom identification. 

Utilizing Python and TensorFlow, the models undergo transfer learning using pre-trained weights on ImageNet, 

alongside data augmentation techniques for enhanced generalization. The results highlight Inception-V4's potential for 

swift and accurate virus identification, crucial for effective containment measures. While showcasing the promising 

role of deep learning architectures in COVID-19 diagnosis, further evaluation with additional metrics and larger 

datasets is warranted for comprehensive insights into their performance and applicability in healthcare settings. [8] 

 

The study by P. M, S. Sreekumar, and A. S compares the effectiveness of Convolutional Neural Networks (CNN) and 

ResNet-50 models in identifying COVID-19 in chest X-ray images. Methodologies involve pre-processing, 

segmentation, and model training, with assessment based on metrics such as accuracy, precision, recall, and F1-score. 

Both models achieve a 96% accuracy, with ResNet-50 slightly outperforming in real-world tests. The dataset includes 

COVID-19 positive and negative chest X-ray images, pre-processed and segmented using U-Net. TensorFlow and 

OpenCV are utilized for implementation, with Python as the primary language. Results demonstrate promising 

performance for both models, highlighting their potential in automated COVID-19 detection. Future research may focus 

on enhancing CNN architectures and expanding dataset sizes for improved accuracy and reliability. The study 

underscores the importance of deep learning architectures in medical imaging analysis for disease diagnosis. [9] 

 

The study by X. Cai, Y. Wang, X. Sun, W. Liu, Y. Tang, and W. Li evaluates ResNet-18, ResNet-34, and ResNet-50 

for COVID-19 diagnosis using CT scans. With 3227 CT scans, including 1601 COVID-19 positive and 1626 negative 

cases, models were trained and tested. ResNet-34 exhibited the best performance, with precision (0.971), accuracy 

(0.943), F1-score (0.942), sensitivity (0.914), specificity (0.973), and AUC (0.985) on the testing set. Implementation 

utilized PyTorch on a GTX 1060 6G GPU, with Grad-CMA for model analysis. ResNet-34's superior performance 

suggests its potential as a backbone network for medical tasks, despite ResNet-18's lightweight nature. However, 

concerns regarding dataset size and model computational complexity warrant further research for improved model 

robustness and mobile device suitability in COVID-19 screening. [10] 

 

This study by Y. Khurana and U. Soni explores the efficacy of the Inception ResNet-v2 architecture in detecting 

COVID-19 from chest X-rays. By employing transfer learning and fine-tuning pre-trained weights, the model achieved 

an impressive accuracy of 0.966, demonstrating its potential for rapid and efficient screening. Despite running for only 

29 epochs, the results underscore the efficacy of artificial intelligence, specifically deep learning, in disease diagnosis. 

The methodology involved leveraging Python, TensorFlow or PyTorch, and standard data preprocessing techniques to 

formulate a robust classification model. Promising outcomes suggest the utility of AI as a supplementary tool in 

medical diagnosis, particularly during pandemics like COVID-19. However, further validation and testing are essential 

to guarantee the model's reliability in clinical settings, emphasizing the necessity for continual research and refinement. 

[11] 
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This paper by M. Soni, A. K. Singh, K. S. Babu, S. Kumar,b A. kumar, and S. singh explores CT scans image 

segmentation for COVID-19 detection using CNN models, highlighting the significance of computer-aided diagnosis 

systems. It presents a CNN-based approach with Adam and Adadelta optimizers, achieving impressive accuracies of 

99.54% for training and 99.65% for validation, surpassing existing results. The dataset comprises 160 CT scans 

images, including lung masks and infection masks, divided into training, testing, and validation sets. Implementation 

leverages TensorFlow, Keras, and Python libraries on Linux OS with GPU acceleration. Results demonstrate high 

accuracy (99.65%) on the test dataset and low mean squared error (MSE), indicating precise COVID-19 region 

identification. While specific IOU values aren't provided, model performance is compared with U-Net and SegNet 

architectures. Recommendations for enhancement include incorporating diverse datasets, fine-tuning hyperparameters, 

and exploring ensemble learning techniques or advanced architectures like attention mechanisms. [12] 

 

The study by M. K. Jalehi and B. M. Albaker compares the efficacy of four pre-trained CNN models—ResNet50V2, 

NASNetMobile, MobileNetV2, and EfficientNetB0—in detecting COVID-19 from chest X-rays using six public 

datasets. Images were resized, normalized, and augmented to enhance training and reduce overfitting. ResNet50V2 

achieved the highest level of accuracy of 96.6%, highlighting the importance of dataset size, preprocessing, and model 

selection. The study highlights the potential of ResNet50V2 in clinical diagnostics, emphasizing the necessity for 

careful dataset preparation and overfitting mitigation to enhance the robustness and reliability of AI- based COVID-19 

detection tools. [14] 

 

This study by N. Ilma Progga, M. Shahadat Hossain, and K. Andersson presents a modified MobileNet architecture for 

diagnosing COVID-19 and pneumonia from chest radiographs, addressing limitations of traditional testing methods. 

Using a balanced dataset of 3,990 images split into training (3,192), validation (399), and testing (399) sets, images 

were resized to 128x128 pixels. The modified MobileNet employs depthwise separable convolutions for efficiency, 

global max-pooling, LeakyReLU activation, a fully connected layer, and dropout to prevent overfitting. Achieving high 

classification accuracy, this approach showcases superior performance and computational efficiency, highlighting its 

potential for swift and precise clinical diagnosis of COVID-19 and pneumonia. [15]The research by A. K. A. Raheem, 

M. Zuhair, and Hajer. A. 

 

A. Ameri employs a deep transfer learning approach to diagnose COVID-19 utilizing chest radiographs, utilizing VGG-

16, VGG-19, and MobileNetV2 models enhanced by adaptive histogram equalization for image preprocessing. The 

dataset includes 219 COVID-19, 400 viral pneumonia, and 400 normal images, augmented to 2038 images. VGG- 16 

achieved the highest accuracy at 98.75%, followed by VGG-19 at 97% and MobileNetV2 at 92.65%. Tools like 

MATLAB, TensorFlow, and Keras were used for preprocessing and model training. The paper underscores the 

possibilities of transfer learning and image enhancement in improving diagnostic accuracy for COVID-19 from chest 

X-rays. [16] 

 

This study by K. Jahnavi, N. S. Sandeep, R. Deepika, V. S. Josthna Battu, R. Anitha, and K. B. Prakash explores 

COVID-19 detection and forecasting using models of machine learning. ResNet50, VGG19, and MobileNet were used 

for detection, achieving accuracies of 98.5%, 97.68%, and 93.94% respectively. For forecasting, Prophet, logistic 

regression, and SEIRD models were employed, with SEIRD achieving 96.43% accuracy, Prophet 94.57%, and logistic 

regression 72.34%. The dataset includes 285 chest X-rays (90 COVID, 100 normal, 95 viral pneumonia), split into 178 

training and 107 testing images. Tools used include TensorFlow, Keras, and Tableau. The study underscores the 

potential of deep learning and statistical models in healthcare, recommending further research for enhanced accuracy. 

[17] 

 

The study by S. Saha, R. Bhadra, and S. Kar utilizes the Inception v3 to detect COVID-19 from chest X-rays and CT 

scans, attaining high accuracy, precision, recall, and F1- scores. Using datasets from IEEE 802.3 and UCSD-AI4H, 

images were preprocessed and augmented. The Inception v3 model, fine-tuned on medical images, demonstrated over 

95% accuracy in distinguishing COVID-19 cases from other conditions. The study emphasizes the potential of AI in 

medical imaging diagnostics, suggesting deep learning algorithms are capable of enhance diagnostic accuracy and 

support radiologists in identifying COVID-19 swiftly. [18] 

 

DISCUSSION 

 

The literature review highlights a diverse range of studies exploring utilizing deep neural networks (DNNs) and 

convolutional neural networks (CNNs) for the automated identification of COVID-19 from chest X-ray images. 

Notably, Khan et al. evaluated six DNN models, with ResNet-50 achieving the highest accuracy of 96.91% on a dataset 

comprising 2905 images categorized into COVID- 19, viral pneumonia, and normal cases. This study employed transfer 

learning to fine-tune pre-trained models using Python and Keras on a Tensor Flow backend, with ResNet- 50 

outperforming other architectures such as DenseNet201 and MobileNetV2. Similarly, Marwa and Machhout developed 

a real-time CNN-based application attaining a level of accuracy of 99.22%, utilizing a dataset of 12,056 images and 

employing advanced augmentation techniques for comprehensive evaluation. 
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Several studies focus on comparing different CNN architectures and methodologies to optimize COVID-19 detection. 

Nafisah et al. used the COVID-QU-Ex dataset containing 21,165 images and compared CNN models like 

EfficientNetB7 and Vision Transformers such as SegFormer. Their results showed EfficientNetB7 achieving the 

utmost accuracy of 99.82%, demonstrating the capacity of both CNN and Vision Transformer models in COVID-19 

detection. Shorfuzzaman et al. compared various CNN architectures and fusion techniques, highlighting ResNet50V2 

for its high performance in a fusion framework, achieving metrics like 95.4% accuracy and 99.1% sensitivity. These 

studies underscore the importance of careful dataset preparation, model selection, and preprocessing in improving the 

accuracy and robustness of AI models for medical diagnostics. 

 

Moreover, other research emphasizes the incorporation of AI into clinical settings and the continuous improvement of 

diagnostic models. Kodi et al. trained CNN models (ResNet50, VGG19, MobileNet) for COVID-19 detection and used 

logistic regression and SEIRD models for forecasting, with ResNet50 demonstrating superior detection accuracy 

(98.5%). Delimayanti et al. proposed a CNN-based approach achieving high accuracy and specificity in detecting 

COVID-19 cases from Kaggle datasets, suggesting further investigation into deep learning methodologies. The studies 

collectively recommend enhancements such as dataset expansion, hyperparameter fine-tuning, advanced augmentation 

techniques, and continuous validation on new data to improve model performance and reliability in real- world clinical 

applications. This comprehensive review highlights the significant advancements and ongoing efforts in utilizing AI for 

effective COVID-19 diagnosis as well as the necessity for further research to refine these technologies for better 

healthcare outcomes. 

 

CONCLUSION 

 

The conclusion drawn from the reviewed studies underscores the substantial progress and potential of deep learning 

architectures in diagnosing COVID-19 from chest X-ray images. The findings consistently demonstrate that models 

such as ResNet-50, EfficientNetB7, and Vision Transformers achieve high accuracy, sensitivity, and specificity, 

underscoring their effectiveness in medical diagnostics. The superior performance of these models, particularly ResNet-

50, which achieved an accuracy of 96.91%, and EfficientNetB7 with 99.82%, highlights the importance of selecting 

appropriate model architectures and employing advanced preprocessing and augmentation techniques to enhance 

detection accuracy. 

 

Despite these promising results, the studies emphasize the necessity for further research to address existing challenges 

and improve model robustness. Recommendations include expanding datasets to ensure diversity and 

representativeness, fine-tuning hyperparameters for optimized performance, and exploring ensemble methods for better 

generalization. Continuous validation incorporating fresh data is vital for maintain the models' relevance and reliability 

in real-world clinical settings.  Subsequent s t u d i e s  s h o u l d  a l s o  p r i o r i t i z e integrating 

multimodal data and collaborating with domain experts to refine AI models, ensuring their clinical applicability and 

effectiveness in supporting healthcare decision-making during pandemics like COVID-19. 
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