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ABSTRACT 

 

Space division multiplexing (SDM) witha high-capacity applied for optical transmission methods that might 

facilitate the growth of broadband networks has been described in this paper. To overcome such challenges, 

including a novel degree of spatial freedom in equipment and optical fibres, such as optic-transmission systems and 

optic nodes, is necessary. Networks based on single-mode fibre technology. Throughputs at individual nodes are 

expected to increase to more than 10 Pbit/s in the next generation of SDM-based optical networks. Some examples of 

these concepts are multicore multimode fibre, visual communication at petabit speeds, and spatial multiplexing. 

 

Keywords: Multi-core multi-mode fiber, petabit-per-second optical communication, spatially multiplexed optical 

communication 

 

 

INTRODUCTION 

 

The importance of high-speed Internet services like video streaming and online shopping has increased in recent years. 

Mobile communications are undergoing significant development in preparation for the rollout of services known as fifth-

generation(5G). these services will boast less latency time and more than 10 Gbit/s bandwidth which is a massively high 

rate. New services as pervasive and crucial to human survival as air are anticipated to be provided by the next generation of 

the Internet of Things (IoT) technologies relying on the future networking architecture. Businesses within the NTT Group's 

core and metro optical transport networks are seen developing in Figure 1. Transmission in these systems has traditionally 

relied on single-mode fibre (SMF). 

 

We were composed of a single waveguide mode (the core) per optical fibre. To efficiently and affordably reach the 

necessary transmission capacity, NTT has been hard at work creating cutting-edge optical transport technology. Over the 

last 30 years, our productivity has nearly quintupled or doubled about every two years. 

 

 
 

Figure 1 The Growth of High-Capacity Optical Transport Networks is Seen in 
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NTT's internal network now uses a coherent digital system [1]. This technique may compensate for optical fibres' chromatic 

and polarisation mode dispersion while increasing the receiver's sensitivity and spectrum efficiency. 

 

The 10-Tbit/s-class capacity transport systems used by commercial networks today are based on the modulation PDM 

QPSK (polarization-division-multiplexed quadrature phase-shift-keying) and spacing concept of wavelength division 

multiplexing (WDM) with 50 GHz. In addition, we showed that it is feasible to upgrade such that 400 Gbit/s per channel 

and 20 Tbit/s per fibre optical network may be deployed in the real world. This development was possible because of 

multiplex withdual-sub-carrier and advancedsignal processing algorithms. 

 

That applies OAM (Quadrature Amplitude Modulation) with a Modulation Period of 16 Bits [2]. We accomplished a 

transmission capacity of 102 Tbit/s in the lab using the sub-carrier multiplexed pulse-division multiplexing (PDM) 64-

quadrature amplitude modulation (QAM) format [1]. Also, the scalability of optical networks may be considerably 

improved without using electrical signal regeneration if ROADM nodes are deployed. Today's high-capacity optical 

networks use millie-degree ROADMs to build these 100 Gbit/s digital coherent channels at any wavelength and in any 

direction, as explained in (Figure 2). 

 

 
 

Figure 2: Increasing Throughput and Simplifying Data Management with Photonic Nodes 

 

Nevertheless, the nonlinear fibre effect and the fibre fuse phenomena [3, 4] have prevented attempts to expand the 

amplitude of optical communication systems that use normal SMF above 100 Tbit/s. At the same time, therefiner spacing 

will stay the same as the typical network. 

 

Increasing the transmission capacity necessitates using several enabling technologies, including The optical switching, 

wiring, and interfaces of future optical node systems will be highly integrated. To overcome these limitations and boost 

transmission capacity and optical node throughput, we have conducted substantial research on space division multiplexing 

(SDM) visual communications [3-5]. This article looks at where things are now and where they may go. Recent SDM 

optical communications technology lab work at NTT has shown the feasibility of long-haul transmission of more than 1 

Pbit/s and a node throughput of more than 10 Pbit/s in an optical switching node system is possible. 

 

SDM optical communications system overview and advantages 

The block diagram of a full-scale SDM optical communications network is shown in Figure 3. The SDM integrated optical 

transceiver, nodes with optical amplification and ROADM capabilities, and the SDM optical transmission medium are the 

fundamental elements of the system. The left side of the figure depicts the components of a system, which typically include 

media used in wavelength division multiplexing (SDM) optical transmission systems. Figure 3(a) shows the standard 

single-mode fibres (SMFs) used for the SDM optical transmission medium. In contrast, Figure 3(b) shows a multicore fibre 

(MCF) with many cores in a single optical fibre. Multimode fibres (MMFs), as seen in Figure 3(c), use several different 

modes to allow for the simultaneous transmission of various signals via a single fibre core.High-capacity SDM node 

systems amplify and transmit concurrent spatially multiplexed WDM signals (SDM/WDM signals) to build a cost-effective 

long-haul transmission system. It is unnecessary to do the optical and electrical conversion to send any channel in any 
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direction (typically eight). The the design of optical node explaind in part (a) of figure 3  has a potential to provide flexible 

accommodation of traffic demands shortly by effectively using the preexisting SMF infrastructure. 

 

 
 

Figure 3: Optical Transport of High-Capacity Configured By Technology of SDM Optic Communications 

 

Figure 4 compares the multiplexing topologies of current system of optical communication to those of potential 

communication systems of  SDM optical . Using time division multiplexing (32 Gbaud) and multilevel coding (QPSK), the 

channel capacity  

 

in advanced commercial systems  that depend on SMF has grown to 100 Gbit/s. Where N is the total number of multiplexed 

channels, the actual number of WDM channels in a state-of-the-art SMF-based system is 100. 

 

 
 

Figure 4 In A Future High-Capacity SDM Optical Transport Network, It Is Possible That SDM And WDM Will 

Coexist 

 

A network of optical nodes and inline optical amplifiers amplifies and transports the WDM signals. With such setups, the 

long-haul transmission system can achieve a total transmission capacity according to the following where C = B N  of 10 

Tbit per second  in a cost-effective, and high-capacity. 

 

When utilizing optical amplifiers in a conventional WDM configuration, the available channel count is often capped at 

roughly 10 THz, separately, the C band and the L band are each approximately 4 to 5 THz in frequency. By cramming 

hundreds of high-speed optical transceiver circuits into very little space and using just a tiny fraction of the previously 

necessary power, feasible high-capacity systems have been built. Multilevel modulation's increased spectral efficiency (SE) 

allows for a more significant channel capacity. However, we must measure the advantages of SE against the expenses of 

implementing it to guarantee compatibility with the existing infrastructure. 
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Using PDM 16-QAM signals, the channel capacity might be increased to 200 Gbit per second by increasing the SE to 4 bit 

per second per Hertz across a medium transmission range. But if you utilise a higher-order QAM format [1] to boost the SE 

to 10 bit per second per Hertz, you'll be severely limited in your transmission range. 

 

The maximum number of channels in a regular WDM system is limited by the signal bandwidth of optical amplifiers, 

which is generally between 4-5 THz in the C and L bands or up to approximately 10 THz if the two bands are used 

simultaneously. Incorporating hundreds high-speed optical transceiver circuits into a relatively small amount of hardware 

has made it possible to construct practical high-capacity systems using just currently available optoelectronic components. 

Spectrum efficiency (SE) and, by extension, channel capacity may benefit from multilevel modulation. To ensure backward 

compatibility with the current system, however, we need to weigh the benefits of increasing both SE and transmission 

distance. Using PDM 16-QAM signals, With a higher SE of up to 4 bit per second per Hertz across an average transmission 

range, the channel capacity may be enhanced to 200 Gbit per second. A higher-order QAM format might boost the SE to 10 

bit/s/Hz, but the transmission range is still short [1]. 

 

Therefore, for channel capacity beyond 400 Gbit/s, subcarrier combinations are essential. Among many other options, 

multiplexing and a high symbol rate are used. It extends the range of the transmission while minimizing the QAM order. 

Increasing the channel rate and bandwidth simultaneously is required to maintain the same SE values. This increase will 

limit the amount of wavelength division multiplexing (WDM) channels a standard optical amplifier can supply, as seen in 

Figure 4. Keeping the same number of optical channels requires the proper integration of SDM and WDM technologies, as 

shown in Figure 1. The increase rate of channel capacity (approximately twice within twenty years) is slower than the 

growth rate of total power. To achieve a complete capacity C of more than 1 Pbit/s, upcomingtransmission systems of ultra-

high-capacity SDM would need ten to one hundred times as many optical transceiver circuits as in a typical SMF system.  

 

Cost-effective high-capacity SDM optical transport networks cannot be achieved without Technologies used in SDM 

include firmly connected optical transceiver circuits and scalable combined optical switching nodes. 

 

SDM optical communication infrastructure core technologies Through the perspective of these three core characteristics 

(Figure 5), this study analyses the current state of research and development, as well as the potential future applications, of 

SDM optical communications solutions. 

 

 
 

Figure 5:  The Critical Technologies of SDM Optical Transport Network 

 

Improving the functionality, size, and power efficiency of optical transceivers is what is meant by A1 in Fig 5. The second 

step, A2, involves building more significant and integrated equipment for an optical node, including an optical amplifier 

and optical switches. At the same time, the third, A3, combines and multiplexes the optical transmission medium (Single-

Mode (SM) optical fibres, fusion splicing of SM optical fibres, and optical fibre connectors). 

 

1. Enhancements to the mobility, efficiency, and transmission performance of optical transceivers. 

2. Multiplication and centralization of optical node hardware (such as optical amplifiers and switches) 

3. The idea encompasses multiplexing and integrating the visual transmission medium, using connectors for SDM optical 

fibres, and fusion splicing of SDM optical fibres. 

 

Current SMF-based optical communications systems and planned SDM visual communications systems require 

transmission equipment (1) containing generic technology. In one Feature Article, we discuss how efficient digital signal 
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processing and inter-core crosstalk characteristics affect the deployment of spatially multiplexed long-haul optical 

communications systems [6]. Long-distance transmission at a rate of one petabit per second is also explored. The number of 

multiplexed optical transceiver circuits needed in a high-capacity SDM optical transport network will be one or two orders 

of magnitude more than in a traditional SMF-based system. Therefore, increasing the transmission range without optical-

electrical conversion at the optical node is essential for reducing the total system power consumption and developing a low-

cost, high-capacity, energy-efficient optical network. 

 

Devices for joining fresh SDM fibres to older SMF, splicing methods and connecting technologies for SDM fibres are all 

discussed in [9]. We have received funding from the Japanese Ministry of Internal Affairs and Communications, the 

European Commission's Horizon 2020 program, and the National Institute of Information and Communications Technology 

[4, 5] help hasten our investigation and improvement in this field. 

 

Prospects for the Future 

Future SDM optical communications technology may be used in the scenarios shown in Figure 6. Examples of short-

distance applications with strict efficiency and space-saving constraints are data centre interconnections and the internal 

wiring of SDM network components. Such applications have enormous promise in this area. 

 

 
 

Figure 6: Optical Communications Uses for SDM 

 

Figure 3(a) demonstrates a possible system to study for potential medium-term SDM deployment in terrestrial core/metro 

networks since it efficiently uses already-deployed SMF fibre links.  

 

CONCLUSION 

 

 high-capacity optical networks in the core and metro regions supporting data speeds of more than 1 Pbit/s are anticipated to 

be deployed more quickly due to the widespread usage of high-capacity SDM optical fibre cables. SDM optical 

communication technology is hoped to ease the strain on capacity experienced by conventional SMF-based networks. 

Meanwhile, the power crunch, which refers to power supply restrictions (i.e., the), in ultra-long-haul undersea cable 

systems will ease, enabling these networks to absorb the exponential growth in international communication traffic. 
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