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ABSTRACT 

 

The rapid growth in inter-network connectivity put forward many challenges that cause instabilities 

associated with inter-domain routing protocols. The substantial complexity of interdomain routing in the 

Internet comes from the need to support flexible policies while scaling to a large number of Autonomous 

Systems. This paper surveys several research challenges in interdomain routing. We introduce and describe 

these challenges in a comprehensible manner, along with a review of the most compelling contributions and 

ongoing research efforts addressing each of the exposed issues. During this analysis, we identify the relationship 

between these research challenges and how they influence each other. 

 

Index Terms—Policy, Inter-Domain Routing, protocols, issues, Autonomous System (AS), Border Gateway 

Protocol (BGP) 

 

 

 

INTRODUCTION 

 

Internet routing models are essential to Internet security, reliability, and evolution studies and often rely on simulations 

of the Internet’s routing system. Investigating existing and new protocols and policies on the Internet is difficult because 

im- portant aspects of network topology are hidden from the public through inter-domain routing protocols. Modern 

inter-domain routing and packet forwarding are based on policies instead of finding the shortest route. As the network 

complexity increases the challenges and issues in the system also increase. The same reason will explain the importance 

of understanding the issues of inter-domain routing. 

 

Inter-domain routing is currently considered difficult re- search area. This is mainly rooted in two fact: 

First, the interdomain routing protocols are in use today. The Internet has some limitations, but replacing it is not a 

viable option due to its worldwide reach. These limitations are especially pronounced, given the explosive growth that 

networks have experienced in recent years. This increase is related not only to the size of networks but also to the 

amount and variety of applications actually available on the Internet. This growth trend is putting a great strain on both 

the scalability and functionality of interdomain routing protocols. 

 

Second, as its name indicates, interdomain routing de- notes routing among distinct domains or networks. These 

domains are completely autonomous entities, which per- form their own routing management based on policies that 

only have local significance. In this scenario, con- ditions such as business and competition between do- mains, along 

with fully independent management using potentially conflicting policies, makes the problem of interdomain routing 

even harder. The goals of this paper are, first to present an up-to-date inspection of some of the main issues in 

interdomain routing. 

 

This paper expects to inspect the instability issues of inter-domain routing. 

AN OVERVIEW OF INTER-DOMAIN ROUTING Currently, the Internet is a decentralized network of com-puter 

networks that spans the globe. These networks are often referred to as a domain or Autonomous System (AS). An 

AS is actually a network or collection of networks controlled by a single authority and operating under a common 

routing policy. Today’s Internet consists primarily of connections between more than 20000 ASes. For the exchange of 

routing data within the AS, each of these ASes often employs one or more Interior Gateway Protocols (IGPs), such 

as Intermediate System to Intermediate System (IS-IS) or Open Shortest Path First (OSPF). Intradomain routing is 

the term used for this. Interdomain routing, on the other hand, focuses on the exchange of routes to enable the transfer 

of packets between several ASes. 
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Currently, the Internet’s standard interdomain routing protocol is the Border Gateway Protocol (BGP). BGP does not 

attempt to monitor the topology of the entire Internet due to scalability issues. Instead, it only controls one route’s 

entire AS path, which is represented by an ordered list of AS numbers. Due to the fact that BGP is effectively a 

modified distance vector protocol, it is known as a path vector routing protocol. BGP often selects the route that 

passes via the fewest ASes, as opposed to traditional distance vector protocols like RIP, which select a route based on 

the fewest router hops. (AS hops). 

 

A. ORIGINS OF INSTABILITIES 

Examining that BGP updates require using a series of heuristics to address assumptions. Moreover, a better under- 

standing of dependencies is needed to assess the sensitivity of the proposed greedy heuristic. Between her BGP 

updates for multiple prefixes. So, we delved into some BGP details, what kinds of instability producers exist, how 

instability propagates through real networks, and what kinds of updates are at observation points. 

 

1) Causes of Instability 

BGP instability is an event that affects routing between ASes.It is excluded from the concept of an ”event”. EBGP up- 

date message. Rather, we believe that EBGP update messages are the result of some instability. In other words, in 

response to BGP instability, BGP-speaking routers initiate BGP updates that propagate attribute changes from one BGP 

peer to another. Before we look at the types of BGP instability, let’s review the important steps BGP takes in route 

selection. For each BGP session, an inbound filter policy is applied first, which can rewrite BGP attributes. The BGP 

decision process then selects the best path considering the preferred list of attributes. When the best route changes, the 

routing table is updated and the new best route passes the output filter policy. This will rewrite the BGP attributes. 

Finally, the update is propagated to the BGP peers. Be aware that changing the filter policy can destabilize BGP[20]. 

This is because any BGP configuration change means that the BGP peers must synchronize their databases. Therefore, 

previously filtered updates are considered in the best-path selection step, or updates previously selected as best-path 

are filtered. Therefore, BGP instability can occur in prefix sources, input filters, and decisions by process, output 

filter, or BGP session availability. Filters are limited to BGP attributes, but other resources such as link availability, 

node reachability, IGP cost, and next-hop IP address are also used in the decision-making process. Therefore, BGP 

instability can be caused by changes in BGP session availability, BGP session filters, link and/or node availability, the 

introduction of prefix stripping including aggregation, changes in IGP cost, or changes in IP addresses. A node 

failure can imply other failures such as Multiple Connection Failures. 

 

Now let’s see what kind of BGP updates impose these BGP instabilities. This is the first question for prefixes where 

updates appear, called related prefixes. Instability is associated with prefixes when best-path attributes or filtering 

policies are changed. In blaming the AS for instability, we need to distinguish between changes within the AS (called 

internal changes) and changes within the AS (called external changes). Typical internal changes are those related to 

IBGP sessions. Others are IGP traffic engineering operations that change the IGP metric. A typical external change is a 

change to an EBGP session. For traffic engineering purposes, this may involve sub-aggregating or aggregating prefixes, 

changing filter rules, specifying AS paths, etc. The difference between internal and external change affects prefixes 

with best paths that include this session and both ASs. Internal changes can affect prefixes in various next-hop and 

previous-hop ASes. 

 

What types of updates would a prefix encounter follow in a query? 

The variety of routes accessible for the optimum path se- lection procedure is a crucial component. The communication 

between two ASes can be hampered by a link or BGP session failure, which can also impact numerous prefixes. When 

an alternate route is found, a new best path is chosen. If this new path has the same attribute values as the original 

or is captured by the output filter, it will not be propagated. If not, it announces the presence of a different path. The 

AS path, the subsequent hop, or other attribute modifications could make this route different from the previous one. If 

reachability via the old AS path is no longer guaranteed, for example, if two ASes are participating in a single EBGP 

session and it fails, if an internal link failure splits the network, or if reachability via the new AS path is more 

desirable, an AS path change is required. However, not all instabilities affect reachability by design. For instance, 

peering typically necessitates BGP sessions at a minimum of three different sites, and ASes typically have a number of 

upstream providers. This diversity suggests that the addition of a new route or the removal of a route typically just 

adds one more variant to the process of determining the best path. For instance, if two EBGP sessions exist between 

two ASes, one may expect to learn two routes to each prefix routed via these sessions that, if a consistent routing 

policy is used, will have the same AS path. As a result, the BGP decision-making mechanism may select from a 

number of routes that follow the same AS path. Further options for the decision-making process exist if the prefix is 

reachable through another AS. The determination of which route is optimal is based on the MED values, the IGP 

distance metrics, and the next hop IP addresses if the routes have the same length AS path. In light of this, if steps 
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above AS path change in the BGP decision process, such as local preference, are ignored, the addition of a new route 

or the retraction of the best route may either result in an AS path change with or without a change in the next hop’s IP 

address, a next hop IP address change without an AS path change, or no change at all if there are multiple peers 

between the same routers. As a result, only a portion of the pertinent ASes is likely to see AS path changes in this 

scenario, where each router may take a different course of action. Changes to either of these lead to instability for 

those prefixes using this AS as a transit AS because the IGP metric and IP addresses serve as tie-breakers in the BGP 

decision process. While IP address changes are predicted to remain infrequent, intra-domain traffic engineer- ing has 

become increasingly common, particularly with the development of tools like Bravo. As a result, a substantial number 

of prefixes might see modifications to the AS path or next hop. The whole range of BGP options, including but not 

limited to AS path prepending, filtering, local preference, prefix de-aggregation, prefix aggregation, IGP metric 

changes, MED modifications, and EBGP session parameter changes, are all used in inter-domain traffic engineering. The 

majority of the tuning is still carried out by hand because mechanized tools are still uncommon. In conclusion, the 

majority of instability incidents result in BGP updates for several prefixes at around the same time. However, not all of 

them have led to a change in the AS path. Only specific prefixes should be concerned about other instability incidents. It 

should be noted that human errors in BGP configuration might result in unexpected modifications that affect a single 

prefix, IGP fees, or entire BGP sessions. 

 

INSTABILITIES IN INTER-DOMAIN ROUTING 

 

The Internet has significantly grown in a number of ways. The network’s existing interdomain routing structure is not 

well equipped to provide the service qualities that many applications require. This has resulted in many unresolved 

issues that exist at different levels with different intensities. These issues still exist in one form or another and are 

still left unresolved, even with the advancement of science and technology. This section addresses some of the many 

issues faced in the field of interdomain routing. 

 

Slow Convergence and Chattiness of BGP 

To exchange reachability information between two BGP a router needs to establish a BGP session. This session is 

supported by a TCP connection in which the peer exchanges its four different types of messages, specifically, [1]. (i) 

OPEN message: Open a BGP session between peers. 

 

(ii) UPDATE message: send availability information among their peers. This message is used in either: Announce 

feasible routes to peers or withdraw non-feasible routes. UPDATE messages are commonly referred to as BGP 

advertisements. 

(iii) NOTIFICATION Messages: Sent when an error condition is detected. The BGP session will be terminated 

immediately after this message is sent. 

(iv) KEEPALIVE messages: exchanged periodically Check if the peer is still reachable. 

 

Each peer can use the contents of the OPEN message to determine whether the BGP session corresponds to an 

iBGP session or an eBGP session. When a BGP session is started, each peer advertises its entire set of routes. After 

that, only incremental updates and KEEPALIVE messages are exchanged. An important performance metric for routing 

pro- tocols is convergence time. Time required to bypass the error and reroute the packet. The first significant research 

on BGP convergence was done using measurements on the Internet. These studies showed that BGP convergence is 

very slow, often measured in tens of seconds. This slow convergence is caused by several factors. Some of these are 

specific to BGP’s use of path vectors, while others are implementation decisions. In short, the main cause of this slow 

convergence is that in the global Internet, a single link failure will force all BGP routers to exchange a large number of 

BGP advertisements, finding alternative paths to the affected destination. It lies in the fact that This process is called 

path discovery. 

 

During BGP convergence, routers may need to exchange multiple advertisements for the same prefix. To avoid BGP 

advertisement storms, most BGP routers use a timer called Minimum Route Advertisement Interval (MRAI), with a 

rec- ommended default value of 30 seconds. This timer prevents a BGP router from sending a new advertisement 

for a prefix if the previous advertisement for the prefix has been sent within 30 seconds. This reduces the number of 

swapped BGP advertisements, but can significantly result in BGP advertising is unnecessarily delayed. Studies show 

that this arbitrary value of 30 seconds has a large impact on BGP convergence time. They observed that there is an 

optimal value for the MRAI timer for every network topology and specific set of experiments. This optimal value can 

significantly reduce BGP convergence time. Unfortunately, this is network specific and very difficult to find in practice 

and deals with flapping routers that advertise periodically. 
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AS reachability issue 

An AS is defined to be active when the first BGP adver- tises.An AS is defined to have failed completely if all 

prefixes originating from the AS are retired. Measurements showed that about 8 % of AS completely failed during one 

month.[2] The total number of BGP advertisements and deprecation for prefixes originating from each AS gives an 

indication of the steady state of each AS. Below is a chart showing payment notifications for each AS. Some ASs have 

a very high number of withdrawals and are therefore less stable. 

 

Many of this ASs have less than 20% up-time. The reason is that these AS numbers are rare throughout the period. 

Only for a short period of time. A few hours on a particular day. Some short-lived prefixes are announced and then 

withdrawn. These temporary prefixes are usually taken from un-mapped address spaces or have very short prefix 

lengths[3]. 

 

Scalability Issue 

Scalability is the cap potential of a routing protocol to carry out successful as one or extra inherent parameters of 

the community become massive in value. Scalability issues address the problem of the system handling a large load. 

 

Scalability issues brought on by multi-homing 

BGP’s scalability is under a lot of pressure as a result of the BGP routing tables’ rapid and massive growth, as 

demonstrated by numerous studies like this one. As a result of this expansion, the CIDR IP address allocation 

architecture was established in the early 1990s. The majority of stub ASes have increased their access to the Internet 

for both load- balancing and resilience purposes, which is the primary cause of the current rise. In conclusion, the 

main causes of the rapid expansion of BGP tables are improper aggregation and load balancing[4]. The usage of these 

techniques causes the overall size of the BGP routing tables to be almost 50% bigger than it would be if aggregation 

was employed flawlessly[3]. 

 

Scalability issues in IBGP 

An autonomous system that provides internal BGP (IBGP) must interconnect all routers using IBGP over IBGP 

sessions in a full mesh, allowing each router to communicate directly with other routers. In a full-mesh configuration, 

each router must maintain a session with every other router on the network, so the number of sessions is O(n2). 

where n is the number of routers using IBGP. As networks grow and the number of routers increases, the number 

of sessions can impact router performance due to inefficient resources such as memory and very high CPU usage. To 

solve this problem, two solutions were proposed: route reflectors and confederations. Both techniques reduce the 

number of IBGP sessions that need to be maintained on the network, thus reducing processing overhead. Route 

reflectors are viewed purely as a performance enhancement technique, while route confederations are pri- marily used 

to enforce fine-grained policies. However, these alternatives help solve the problem. They are route oscillation, sub-

optimal routing, and increased BGP convergence time[5]. 

 

POLICY ISSUES 

 

Modern routing and packet forwarding between domains is based on policy rather than finding the shortest route. 

However, these guidelines have many issues to consider and should be re-evaluated. These issues can have an 

economic impact on the system in terms of execution time, hardware, and software costs. These issues can be caused 

by the appearance of New technology adaptation, complex hardware and software incompatible with existing systems. 

 

Issue in Expressiveness and Global coordination of policies 

Autonomous Systems (ASs) on the Internet manage traffic completely autonomously based on a set of policies that 

have only local significance to the AS. In other words, how BGP routes are advertised across the global Internet, and 

ultimately how routing is performed, is the result of applying multiple, individually configured policies. This lack of 

global coordination between policies used in different domains is a major weakness of current interdomain routing 

paradigms[7]. Some studies have shown that, without coordination, interac- tions between independent policies can 

lead to global routing anomalies Inconsistent Recovery After Link Failure or Path Variation. 

 

The main reasons for the absence of cooperation or coordina- tion are the characteristics of the BGP policy 

expressiveness, the ASes are not willing to disclose the details about their internal configuration and policies. 

 

The adequacy of guidelines is particularly sensitive. On the one hand, this expressiveness is rich enough to construct 

complex local routing policies. Unfortunately, these policies can conflict with policies from other domains, leading to 

the global routing issues mentioned above. On the other hand, this semantics alone is not enough to attach information 
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to a route so that the information can be directly shared and used across the network. 

 

Policy Disputes 

A collection of ASes may have preferences that cause BGP to fluctuate endlessly since BGP’s path selection is based 

on an AS’ s local preferences rather than the shortest paths. There is no feasible path assignment for which at least one 

AS in the system does not have a better way available; as a result, that AS would switch to the superior route, leading to 

these ”policy disputes.” The switching process results in a new, unstable path assignment. According to studies, 

predicting whether a group of ASes would engage in a policy conflict is an NP-complete task. They also defined the 

idea of a ”dispute wheel,” which is a circular interaction between a group of ASes in which each AS chooses a route 

that passes through another AS in the group rather than one that takes them directly to their goal. They demonstrated 

that policy sets without a disagreement wheel are certain to remain constant. If every AS views each of its neighbors as 

either a customer, a supplier or a peer and abides by specific local limitations on preference and export policies, then 

BGP is assured to converge. However, checking for a conflict wheel requires an overall view of policies[7], [11]. This 

can result in two scenarios 1. Policy restriction. 2. Protocol changes 

 

Non-monotonic Ranking 

An AS can attach a route attribute called the multiple-exit discriminator (MED) to a route when advertising routes 

for a certain destination to a neighboring AS at various network locations to convey its preferences for which route 

neighbor should employ. To tell the nearby AS that it would prefer traffic for that destination to enter New York, for 

instance, a network advertising a route in both San Francisco and New York might place a high MED value on the route 

listed in San Francisco. Because it enables one AS to communicate preferences to its neighbor regarding where 

traffic enters its network for a particular destination, MED offers useful semantics. 

 

Expressiveness and Safety of Policies 

Based on a set of policies that are exclusively relevant to the AS, each AS on the Internet manages its traffic fully 

autonomously. In other words, the application of the number of separately specified policies determines how BGP 

routes are announced via the global Internet and how routing is ultimately carried out. One of the primary flaws of the 

existing interdomain routing paradigm is the absence of global coordi- nation between the policies employed in the 

various domains. 

 

Instability Issue 

The routing table must match the network, so the routing table maintained by the BGP implementation is continually 

adjusted to reflect actual changes in the network infrastructure. Examples of such changes are lost and restored 

connections, or routers that go down and come back up. These events occur almost continuously across the network 

and are considered normal. However, the frequency of these events should be low on any given router or link. If a 

router is mis-configured or managed incorrectly, it can experience frequent shutdown (re- tire) and backup (re-

advertise) cycles. As a result, this pattern of retiring and re-advertising routes can lead to anomalous activity on all 

routers that are aware of it. This is because the same route is continuously fed into and removed from the routing 

table. This problem is known as root wobble. 

 

Load-Balancing   Issue 

Another factor driving this routing table growth is the need for load balancing in multi-homed networks. Due to 

the limitations of the BGP route selection process, it is not a trivial task to distribute inbound traffic to a multi-

homed network across multiple inbound paths[4]. When a multi- homed network advertises the same network block 

on all BGP peers, all external networks choose this set of congested paths as optimal, resulting in one or more 

inbound links being congested and the others underutilized. It may result in The BGP protocol, like most other routing 

protocols, does not detect congestion. 

 

Routing Table Growth Issue 

One of the major problems with BGP is routing table growth. This problem occurs when the routing table grows so 

large that old, under-powered routers cannot handle the resource demands of maintaining the routing table. As a result, 

these routers no longer act as effective gateway between the parts of the Internet they connect. In addition, large 

routing tables typically take longer to stabilize paths when significant routing table changes occur, impacting the 

reliability and availability of network services.[4], [12] 

 

Robustness Of Bgp Sessions 

Message exchanges between two BGP routers are supported by TCP connections that provide a reliable transport 

layer for communication between routers. Despite this reliability, 
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several previous studies showed that the resilience of BGP sessions was affected by congestion. It was observed 

delays in his KEEPALIVE messages during peak network usage [13], [14]. This caused the BGP session to fail when 

the KEEPALIVE message was delayed beyond BGP hold timer. Another previous study showed that queue growth and 

latency negatively impact BGP’s resilience. One of the main conclu- sions was that there was a need to somehow 

distinguish routing protocol messages from normal data traffic. For this reason, operational mitigation currently used 

by some operators is to set IP precedence to 7 to prioritize his BGP messages. Recent studies, [15]ow that 

conservative behavior of TCP re-transmissions actually exacerbates BGP session instability when network failures 

occur. The authors analyze the case of iBGP sessions and suggest simple TCP modifications to make these sessions 

more robust. Unfortunately, the community re- mains reluctant when it comes to upgrading TCP. Additionally, the 

robustness of BGP sessions is currently an important issue for security reasons. This is because if the TCP connection 

fails due to an attack, the BGP session will fail. This will be explained in the next section. 

 

Security Issues 

Security issues are one of the most important topics in this document. The reason for this is the concern of many 

operators that vulnerabilities in BGP could lead to major service disruptions in the event of a potential attack [16]. The 

current inter-domain routing architecture and his BGP protocol have mainly his two types of security problems. 

 

The first type of security problem is the possibility of attacks against sending BGP messages through legitimate routers. 

Because two BGP peers share their BGP session over a TCP connection, the endpoints (IP addresses and port numbers) 

of that TCP connection can often be easily determined by remote attackers. Additionally, for BGP routers, the BGP 

session (and corresponding interdomain link) remains alive as long as BGP messages can be exchanged over the TCP 

connection. This means that if the TCP connection fails for any reason, the BGP session will also fail. An attacker could 

exploit this vulnerability by sending a spoofed TCP RST segment to cause the TCP connection supporting the 

BGP session to fail. 

 

The second type of security problem is related to the lack of authentication in BGP. BGP routers can be configured to 

advertise arbitrary IP prefixes. Most routers support powerful filters that can be used to completely change the content 

of received BGP messages. In addition to exploit- ing these vulnerabilities in attacks, measurement research shows that 

the Miss-configuration of BGP routers is common. In any case, BGP routers should only allow the advertisement of IP 

prefixes that have been assigned to that AS or learned from legitimate peers or client ASes. 

 

Attacks on BGP 

There are three fundamental vulnerabilities that lead to BGP threats. First, BGP infrastructure is vulnerable to outside 

physical attacks, such as the severing of cables or hardware between ASs [21] Such assaults are outside the 

purview of this work and fall under the category of physical and logical security. Second, neither BGP nor the 

underlying protocols have any safeguards against unauthorized access to protocol data. Since TCP sessions are used to 

carry BGP messages, methods for securing TCP connections, such as those that employ cryptography, can also be used 

to protect BGP connec- tions. Third, despite the fact that the TCP protocol and physical links can be made more resilient 

to outsiders corrupting control messages on purpose, BGP can not guarantee that legitimate participants won’t misuse 

protocol data or disseminate fake data that has been introduced into routing information. For instance, fake attributes 

suggesting a fake origin AS or a modified AS path may seriously disrupt the routing process. Securing the control 

plane is the term used to describe protection against tampering with routing information. BGP also does not ensure that 

routers will always forward packets in accordance with the announcements they have made in control messages; packets 

may be lost, redirected, or delayed. So, protecting the data plane is also necessary. Attacks involving data 

falsification: A hostile AS is able to introduce erroneous routing information into BGP packets. The following attack 

routes are feasible in this scenario: 

 

Prefix hijacking 

As seen, an AS makes a bogus claim to have invented a prefix that was not assigned to it. As a result, other 

ASs observe a conflict of multiple origins AS (MOAS). For instance, a significant Indian Internet service provider 

(ISP) began generating thousands of foreign prefixes . Some ASs embraced the false announcements and spread them 

to their neighbors. The attacker can avoid a conflict even when MOAS does not explicitly signal an attack by creating 

an unadvertised prefix (e.g., used by spammers). More than 20% of the global prefix space is assigned but not publicly 

disclosed, according to a recent study. The packets may be dropped, redirected, or delayed according on the 

announcements that they have made via control messages. So, protecting the data plane is also necessary. 

 

Sub-prefix hijack 

By announcing a sub-network of an existing prefix that does not belong to the attacker, the attacker can also avoid a 
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MOAS dispute. Another name for this incident is a de-aggregation attack. The longest prefix match rule causes the 

majority of ASs to accept the route if no other ASs do. 

 

AS path forgery 

The AS path in update messages is subject to arbitrary manipulation by the attacker. He alters the AS path to avoid a 

MOAS conflict and results in a one-hop prefix hijack rather than fabricating the origin AS. To accomplish this, the 

assailant announces a fictitious connection between his AS and the victim’s AS. Another variation of this attack 

often referred to as one-hop sub-prefix hijack, involves announcing a false connection to a sub-prefix of the victim 

AS. The feasibility of these attacks was demonstrated via research. Additionally, due to financial incentives, ASs may 

purposefully alter the AS path in BGP messages and advertise shorter, more appealing routes at the control plane 

while still using a different set of ASs at the data plane to forward traffic. The traffic attraction attack is the name of 

this assault. 

 

Interception attack 

The hijacks of the (one-hop) (sub)prefix have been im- proved. The route to the victim AS is open to the assailant. 

Without interfering with connectivity, it can not only redirect traffic through it but also forward it back to the original 

location. 

 

Replay/Suppression attack 

An evil AS blocks withdrawal for a route that has already been publicized. Even though no actual instance of this has 

been recorded, this attack could be to blame for any Internet outage that has been reported. 

 

Collusion attack 

A BGP session is built through a virtual tunnel that two conspiring non-neighboring ASs build between themselves. 

They produce counterfeit routes as a result, with no suspicious routing conflicts. Empirical evidence of the attack’s 

viability may be found here. 

 

Control-Plane Security 

For managing route announcements, BGP offers no support. BGP, in particular, does not stop an AS from promoting 

arbitrary prefixes. Determining whether an AS is permitted to announce a specific prefix is one of the most important 

issues in interdomain routing. S-BGP suggests utilizing certificates to associate IP address space with the AS that 

owns the space; nevertheless, this approach necessitates a public key infrastructure, pricey cryptography procedures, 

and a sizable amount of message overhead[22] 

 

Data-Plane Security 

Even if an AS were able to confirm that the routes it gets are legitimate and adhere to policy, it would still be unable 

to confirm that packets actually travel through the same ASes as those listed in the route’s AS path[22] 

 

INSUFFICIENT MULTI-PATH ROUTING 

 

Multiple ads for the same route from various sources may be received by a BGP router. BGP currently only chooses 

one path as the optimal path, and this path is the one that is added to the forwarding table. The optimal route any BGP 

router is aware of to any given destination is the sole one it advertises to its peers. Two significant constraints are 

primarily introduced by this behavior. First, even with paths providing the same AS-path length, load balancing is not 

possible since the routing protocol only employs one best route. For this reason, several vendors have included multi-

path extensions in their BGP implementations and even support them. Despite this, in both implementations, just the 

best route is still promoted to additional peers. The second and most significant drawback is exactly this. Given that 

a BGP router only advertises the best route it is aware of, many other possible paths that each source of traffic may 

have taken will be unknown. Because of this, only a portion of the possible pathways to the destination are included in 

the BGP messages that are received in an AS. 

 

The existing interdomain routing paradigm faces a number of restrictions as a result of this pruning tendency 

inherent to BGP, particularly when it comes to end-to-end QoS and Traffic Engineering (TE). Currently, work is being 

done to enable a BGP router to advertise several routes for the same destination to its peers. Despite the previously 

mentioned restrictions, it is not entirely clear how to give BGP multi-path routing capabilities without significantly 

affecting its scalability. The issue will worsen if more routes are chosen and published by BGP routers, which will 

result in more entries in the BGP routing tables. 
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Transit Through An As: Ibgp Issues 

BGP is an interdomain routing protocol and as such is thus mainly concerned with the transmission of routes and 

packets between ASes. However, as an AS may contain thousands of routers, it is necessary to specify how the 

interdomain routes and packets can transit an AS. When a border router learns a new interdomain route, it will 

need to distribute this route to other routers inside its AS. This will be done by sending the interdomain routes 

over iBGP sessions inside the AS. If the AS is small, and a full mesh of iBGP sessions will be established between 

the BGP routers. If the AS is larger route reflectors or confederations will be used to replace this un- scalable iBGP 

full-mesh. When a border router of a transit AS receives a packet whose destination is not local, it will consult its 

BGP routing table to determine the BGP next-hop, i.e. the egress border router, inside its own AS. However, there can 

be several intermediate routers between the ingress router and the egress router. To ensure that an interdomain packet 

will reach the BGP next-hop selected by the ingress border router, the transit AS must ensure that all intermediate 

routers will also select this next hop. 

 

Traffic Engineering Issues 

TE is lacking in the current interdomain routing model skill for some reason. First, BGP was developed as a 

protocol for distributing reachability information. Second, BGP can- not advertise multiple routes to the same 

destination, which limits the number and quality of alternate paths that can be used to reroute packets around errors. 

Additionally, BGP’s limitations on multi-path routing limit the ability to distribute traffic between domains to specific 

setups and vendor-specific implementations.[4] Secondly, The ASes’ ability to regulate and control the flow of their 

interdomain traffic is severely constrained by the autonomic management of policies and the restrictions on the 

expressiveness of these policies. Even though BGP enables an AS to manage its outbound traffic flexibly, it 

demonstrates a limited level of control when it comes to managing and balancing how traffic enters an AS across 

various channels. To put it another way, accurately regulating inbound traffic with BGP is a very difficult task, and 

it is still not apparent how to best complete it. This is due to a lack of global coordination among the policies applied 

across the many domains. Because of this, any AS along a given path is free to implement its own local policies and 

direct its outgoing traffic however it sees fit, overriding any downstream ASes’ requirements and routing 

advertisements. 

 

Lack Of  Qos Support 

Applications with strict QoS requirements include Voice over IP and Virtual Private Networks. Many ISPs have 

set up systems to offer Differentiated Services in their networks in order to meet those standards. Similar levels of 

QoS are now required across interdomain boundaries by those ISPs’ customers [25], [19]. Since BGP was created as 

a protocol to merely provide reachability information, it lacks built-in QoS capabilities. Despite these efforts and more 

than a decade of labour, the stunning result is that none of the plans have proven to be compelling enough to be 

implemented in practice. This is because ISPs may supply and manage QoS instead of over-provisioning their networks. 

The argument between over- provision and QoS is still up for grabs. Leaving aside concerns about the financial expense 

of deploying and maintaining QoS or the growth of potential businesses providing ISPs with measurable sources of 

profit, from our perspective the problem remains unresolved mainly because all the issues raised so far are actually 

significant interdomain QoS limitations. In actuality, the interdomain routing model itself is a major contributor to this 

dearth of QoS support. The paradigm may be changed as an alternative, however for the time being only gradually 

deployable approaches seem viable and have a chance of being embraced. We think there is still a need for effective 

techniques that allow network operators to enhance their end-to-end performance with almost minimal support and 

maintenance required. 

 

Propagation Of Instability 

Let’s think about the impacts of routing instability in terms of where and how these BGP changes might be 

observed as they travel over the Internet. While some BGP updates modify nearly all attributes, many simply modify 

one element. According to the attribute modification that has the greatest in- fluence on how widely an update is 

propagated, we categorize changes. 

 

The actual AS topology is then abstracted, and this abstrac- tion will be used in the arguments that follow. Each 

moderately sized AS is made up of several routers that are fully IBGP connected to one another, either through a full 

IBGP mesh, route reflectors, or confederations. Thus, we represent each AS as a clique with one node for each 

router and an edge for each pair of nodes. A node of AS A’s clique and a node of AS B’s correspond to an edge during 

each EBGP session between AS A and B. We assume that each AS has enough nodes so that no two EBGP peering 

sessions end up terminating at the same node in order to keep things simple and to make sure that AS internal 

effects are captured. Now think about a prefix p and all of the routers’ routing table entries for it. As long as there are 

no temporary loops caused by BGP, the graph that is created by selecting the edges of those sessions via which the 



2

8

8  International Journal of Enhanced Research in Science, Technology & Engineering 

ISSN: 2319-7463, Vol. 11 Issue 12, December-2022, Impact Factor: 7.957  

Page | 288 

router received the update and directing them towards the router is a directed acyclic graph (DAG). All updates for this 

prefix p must travel through a subset of this DAG since any changes to the BGP sessions may force changes to the DAG 

by adding or removing edges or changing their direction. Thus, it is important to remember that each update may 

only travel along each edge in one direction and that each router will only spread information about prefix p if its 

best route has changed. We then think about what this means for the updates we classified above. Pure next-hop 

changes are significant for the present AS and might need to be passed along to nearby ASes. The optimum path for the 

prefix won’t alter, though, unless the router ID in these ASes is utilized as a tiebreaker. This suggests that these 

upgrades are extremely confined. The same holds true for modifications to MED and local preferences, provided that 

neither the AS path nor the IGP metric are propagated through the MED values. Since it has been discovered that 

communities are not always filtered, these updates must be disseminated throughout the DAG sub-graph that is 

accessible from the instability generator. In the worst- case scenario, withdrawals and modifications to the AS path 

must be propagated via the same sub-graph. However, there are usually additional options available because of the 

Internet’s high level of connectivity. Only the nodes that profit from the new alternative path or the nodes that 

must now choose an alternate path must receive the update in this situation. In conclusion, even though one would 

anticipate BGP updates to numerous prefixes if an EBGP session change caused the instability, some or all of the 

updates may only affect the next hop. They may, however, also impose significant non- localizable BGP updates, for 

instance, if there are AS path changes. This might be determined by the AS’s particular policy, the ISP’s topology, etc. 

Changes to certain prefixes may have local or global effects, depending on the circumstances, such as when there is no 

change to the AS path. 

 

CONCLUSION 

 

This paper addressed some of the many instability issues that affects interdomain routing ,the is extended its limit to 

so few BGP issues and discussed some solutions for the through some the most relevant research finding.The paper 

discusses a comprehensive review on this issue and through some light on understanding issues that needed to be 

addressed in this field.Immense research have been conducted in this field to make Internet routing more stable and 

viable. 

 

REFERENCES 

 

[1]. Walber Jose´ Adriano Silva and Djamel Fawzi Hadj Sadok,” A Sur- vey on Efforts to Evolve the Control 

Plane of Inter-Domain Rout- ing”,Information 2018, 9, 125; doi:10.3390/info9050125 

[2]. Alberto Garc´ıa-Mart´ınez and Marcelo Bagnulo,”Measuring BGP route propagation times”,DOI 

10.1109/LCOMM.2019.2945964, IEEE . 

[3]. [4] Yong Jiang, Telia Research, Sweden,”Inter-domain Routing Stability Measurement”,2004 

[4]. [3] Nysret Demaku and Artan Dermaku,”Improving Load Balancing and Scalability by Implementing Path 

Selection on BGP Using Multi SD- 

[5]. WAN”Journal of Communications vol. 17, no. 4, April 2022 

[6]. ABDIJALIL ABDULLAHI, SELVAKUMAR MANICKAM, AND SHANKAR KARUPPAYAH1,”A Review 

of Scalability Issues in Software-Defined Exchange Point (SDX) Approaches: State-of-the- 

[7]. Art”,2018 

[8]. Alberto Castro, Mart´ın Germ´an, Marcelo Yannuzzi and Xavi Masip- Bruin,”Insights on the Internet routing 

scalability issues.”This work has been partially supported by the Spanish project ”Redes Multinivel: IP sobre 

redes de transporte” under contract TEC2008-02552-E and by the Catalan Government under contract 2009 

SGR1508. 

[9]. Xiaozhe Shao, Lixin Gao,”Policy-rich interdomain routing with local coordination”,Computer Networks 197 

(2021) 108292 

[10]. Cheng Tien Ee, Byung-Gon Chun,Cheng Tien Ee, Byung-Gon Chun,Kaushik Lakshminarayanan,Scott 

Shenker.Resolving Inter- Domain Policy Disputes. permission and/or a fee. SIGCOMM’07, August 27–31, 

2007, Kyoto, Japan. Copyright 2007 ACM 978-1-59593- 713-1/07/0008 

[11]. Steve DiBenedetto, Christos Papadopoulos, Dan Massey.Routing Poli- cies in Named Data 

Networking.permission and/or a fee. ICN’11, August 19, 2011, Toronto, Ontario, Canada. Copyright 2011 ACM 

978- 1-4503-0801-4/11/08 

[12]. uwaifa Anwar,Haseeb Niaz,David Choffnes,´Italo Cunha,Phillipa Gill,Ethan Katz-Bassett.Investigating 

Interdomain Routing Policies in the Wild.Copyright is held by the owner/author(s). Publication rights licensed to 

ACM. 

[13]. Nick Feamster , Hari Balakrishnan and Jennifer Rexford,”Some Foun- dational Problems in Interdomain 

Routing”2005 



2

8

9  International Journal of Enhanced Research in Science, Technology & Engineering 

ISSN: 2319-7463, Vol. 11 Issue 12, December-2022, Impact Factor: 7.957  

Page | 289 

[14]. Xiaoding Wang , Jia Hu , Hui Lin , Sahil Garg” QoS and Privacy- Aware Routing for 5G-Enabled Industrial 

Internet of Things: A Fed- erated Reinforcement Learning Approach”IEEE TRANSACTIONS ON 

INDUSTRIAL INFORMATICS, VOL. 18, NO. 6, JUNE 2022. 

[15]. Rahul Deo Verma,Shefalika Ghosh Samaddar,”Analysis of Border Gate- way Protocol (BGP) with Improvement 

in Byzantine Robustness”,2018 Conference on Information and Communication Technology (CICT’18) 

[16]. A. Shaikh, L. Kalampoukas, R. Dube, A. Varma “Routing Stability in Congested Networks: Experimentation 

and Analysis,” in Proceedings of ACM SIGCOMM, Stockholm, Sweden, August 2000. 

[17]. L. Xiao, and K. Nahrstedt, “Reliability Models and Evaluation of Internal BGP Networks,” in Proceedings of 

IEEE INFOCOM 2004,Hong Kong, China, March 2004 

[18]. S. Murphy, “BGP Security Vulnerabilities Analysis,” Internet draft, draft-ietf-idr-bgp-vuln-01.txt, work in 

progress, October 2004. 

[19]. Asya MitsevaAndriy PanchenkoThomas Engel,”The state of affairs in BGP security: A survey of attacks and 

defenses”Computer Communi- cations 124 (2018) 45–60 46 

[20]. S. Goldberg Why is it taking so long to secure internet routing? 

[21]. Commun. ACM, 57 (10) (2014), pp. 56-63 

[22]. M. Yannuzzi, X. Masip-Bruin, O. Bonaventure Open issues in interdo- main routing: a survey IEEE Netw., 19 

(6) (2005), pp. 49-56 

[23]. Anja Feldmann, Olaf Maennel, Z. Morley Mao”Locating Internet Rout- ing Instabilities”,SIGCOMM’04, Aug. 

30–Sept. 3, 2004, Portland, Ore- gon, USA. Copyright 2004 ACM 1-58113-862-8/04/0008 ...a Mitseva1, 

Andriy Panchenko, Thomas Engel,”The State of Affairs in BGP Security: A Survey of Attacks and 

Defenses”,Preprint submitted to Journal of Computer Communications April 16, 2018 

[24]. Nick Feamster and Hari Balakrishnan Jennifer Rexford,Some Founda- tional Problems in Interdomain 

Routing”,2005 onghong Qin, Lina Ge, Ting Lv ,”Incentive Driving Multipath Inter- domain Routing ”,2018 

Sixth International Symposium on Computing and Networking Workshop. 

[25]. Amogh Dhamdhere, David D. Clark†, Alexander Gamero- GarridoMatthew Luckie, Ricky K. P.   Mok,   

Gautam   Akiwate, Kabir Gogia, Vaibhav Bajpai,”Inferring Persistent Interdomain Congestion”,SIGCOMM ’18, 

August 20–25, 2018, Budapest, Hungary 2018 Association for Computing Machinery. ACM ISBN 978-1- 4503-

5567-4/18/08. . . . 

[26]. Sara BAKKALI and Hafssa BENABOUD,Mouad BEN MAMOUN,”Performance   Evaluation   of    QoS-CMS    

Mechanism for Inter-domain Quality of Service ”,Authorized licensed use limited to: Cornell University 

Library. Downloaded on September 03,2020 at 08:55:57 UTC from IEEE Xplore. Restrictions apply. 


