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ABSTRACT 

 

Genetic Algorithm (GA) is a global optimization algorithm derived from evolution and natural selection. and is a 

powerful tool for solving complex problems .Evolutionary computation (EC) techniques abstract these evolutionary 

principles into algorithms that may be used to search for optimal solutions to a problem. In a Traditional search 

algorithm, a number of possible solutions to a problem are available and the task is to find the best solution possible 

in a fixed amount of time. For a search space with only a small number of possible solutions, all the solutions can be 

examined in a reasonable amount of time and the optimal one found. This exhaustive search, however, quickly 

becomes impractical as the search space grows in size.  
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INTRODUCTION 

 

Many graphical and analytical techniques were initially used for dimensional synthesis. The use of graphical methods is 

limited to simple path generation problems. Analytical methods require algebraic expressions and can become cumbersome 

for complex problems. Some of the short comings of graphical and analytical method are overcome by numerical 

optimization methods which may either be direct search or gradient based. In direct search method a small increment is 

given to and initial feasible design and different increments are tried until a better solution is obtained. Gradient based 

optimization methods require gradient information which is generally obtained using finite difference approximation 

techniques. These and other similar numerical optimization methods have been found to give reasonably accurate results 

for simple problems. In the case of highly non-linear optimization problems the number the number of iteration required to 

find the optimum step size and the descent direction can be quite large thus consuming significant computation time. In 

particular applications of these method are often characterized by excessive function evaluation, premature termination of 

the algorithm and inaccurate solutions.  

 

The exact gradient method solves these problems by determining the exact gradient of the objective function and 

constrained functions instead of using finite difference approximation. However it is still a gradient based search method 

and as such requires derivative knowledge. Moreover all the optimization techniques described so far aim for and result in 

a single optimal point though there may exist other similar of better design in the feasible design domain.  

 

An alterative approach for dimensional synthesis is to use probabilistic methods as opposed to the deterministic methods 

discussed above. These methods are called hill climbing” methods as they accept a relatively bad result with a given 

probability. Thus these algorithms are capable of breaking out of the local minima and finally converging to the absolute 

optimum point. Simulated annealing and genetic algorithms are some examples of hill climbing algorithms. Simulated  

annealing. Like the numerical optimization methods, gives only a single optimum design point. Instead of a simple design, 

if a set of non-inferior design is presented, the designer has the option of selecting the one that best suits the problem. 

Genetic algorithm search from a population and offer a set of equally good solutions to the designer. Unlace the gradient 

methods, no gradient information is necessary which makes the implementation of genetic algorithm even more appealing 

from the point of view of user effort.  

 

A major drawback in applying genetic algorithm in its “as is” form to complex non linear constrained optimization 

problems such as optimal solution is the computational burden involved. Conventionally genetic algorithm operate on 
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binary string. Whose recessing is time consuming and computationally expensive. If the genetic algorithm can be designed 

to operate on real numbers instead of binary strings, it will be more efficient in terms of time and computation.  

 

Genetic algorithms (popularly known as GAs) have now gained immense popularity in real-world engineering search and 

optimization problems all over the world. Due to globalization of our economy, Indian industries are now facing design 

challenges not only from their national counterparts but also from the international market. To survive in the steep 

competition, they can no longer afford to adopt just any feasible solution obtained usually by trial-and-error means, they 

have to choose an optimal solution which is best (from cost, performance, safety, etc.) compared to any other solution. 

 

Concept of Genetic Algorithm:  

Genetic algorithms are search algorithms based on the mechanics of natural selection and natural genetics. The genetic 

algorithm is a probabilistic technique that uses a population of design rather that a single design at a time. It is analogous to 

natural selection in the evolution of living organisms in that the fittest members in the population have a better chance to 

survive, reproduce and thus transfer their genetic material to the successive generations. The initial population is formed by 

a set of randomly generated members.  

 

Each generation consists of members whose constituents are the individual design variables that characterize a design and 

these are embedded in a binary string. Each member is evaluated using the objective function and is assigned a fitness 

value, which is an indication of the performance of the other members in the population. A biased selection depending on 

the fitness value decides which members are to be used for producing the next generation. The selected strings (a new set 

of artificial creatures) are the parents for the next generation which evolves from the use of two genetic operators namely 

crossover and mutation.  

 

These operators give a random displacement to the parent population and generate a new population of designs. The cross 

over operator takes two parents strings, splits them at a random location, and swaps the sub-string so formed. A probability 

of mutation operator invents a bit in the string depending on the probability of mutation . The new strings formed are 

evaluated and the iteration continues until a maximum number of generations has been reached or until a user defined 

termination criteria has been met.  

 

Figure shows the sequence of steps in a basic genetic algorithm. The control parameters that have to be initially specified 

are the population size the crossover and the mutation probabilities the maximum number of generations and the 

termination criteria. There are many alterations that may have to be introduced into the basic genetic algorithm described 

above, depending upon the problem. For example the whole population can be used for reproduction (generational 

replacement), only a part of the population can under go reproduction (steady state replacement) or the best member in the 

population can be passed on to the next generation without any changes (elitist selection). The crossover operator can occur 

at a single point or at more then one point (multi point crossover).  

 

The fitness function may be based on the objective function, value or on the position of the member in the population 

(linear normalization). The control parameters of the genetic algorithm any be fixed at a particular value of can be made to 

vary as the genetic algorithm progresses. Real numbers may be used for representing the design variable or they may be 

mapped to a binary string. There is no single variation that out performs the other for all types of problems and therefore 

the designer has to decide as to which variation to implement.  

 

Genetic Algorithm Differs From Conventional Optimization Techniques In Following Ways: 

 

1. GAs operate with coded versions of the problem parameters rather than parameters themselves i.e., GA works with 

the coding of solution set and not with the solution itself. 

2. Almost all conventional optimization techniques search from a single point but GAs always operate on a whole 

population of points(strings) i.e., GA uses population of solutions rather than a single solution for searching. This 

plays a major role to the robustness of genetic algorithms. It improves the chance of reaching the global optimum and 

also helps in avoiding local stationary point. 

3. GA uses fitness function for evaluation rather than derivatives. As a result, theycan be applied to any kind of 

continuous or discrete optimization problem. The key point to be performed here is to identify and specify a 

meaningful decoding function. 

4. GAs use probabilistic transition operates while conventional methods for continuous optimization apply deterministic 

transition  
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Figure 1 

 

Application Of Genetic Algorithm To Optimization Problem:  

The genetic algorithm procedure described can not be applied directly to solving equations, which is a highly non-linear 

constrained optimization problem. Certain modifications are necessary in the basic genetic algorithm for the treatment of 

constraints and to avoid premature convergence of the solution. 

 

The initial population for the genetic algorithm is randomly generated such that all constraints are satisfied. The design 

variables associated with each of the design can be represented either as binary strings or as real numbers. The advantage 

of the binary representation is that conventional crossover and mutation operations become very simple. The disadvantage 

is that the binary numbers have to be converted to real number when the design is to be evaluated. Moreover, binary 
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operation consume a lot of computer memory as well as computation time. On the other hand if crossover and mutation 

operators can be formulated to act on real numbers, the binary representation can be eliminated.  

 

Each of the randomly generated designs is evaluate by the objective function and the constraints are checked separately. 

Since objective problems are minimization problems, the objective function value can not be used as a measure of fitness 

of the design. These have to be transformed so that a better design will have a higher fitness value.  

 

In constrained optimization the design space gets restricted and therefore, genetic algorithms cannot be directly applied. 

Davis, 1991 has outlined the process of formations of genetic algorithms in each of the cases.  

 

The selection of members for the next generation is done by the Roulette wheel selection method (Goldberg) wherein 

members with high fitness value have a higher probability of getting replicated in the next generation. The selected 

members are then operated on by one of the two genetic operators, crossover or mutation, both of which have a user 

defined probability of occurrence. The design resulting from the crossover or mutation operations are evaluated and 

subjected to the selection procedure. This iteration process continues. Until maximum number of generation has been 

reached.  

 

CONCLUSION 

 

Genetic algorithms are computerized search and optimization methods that work very similar to the principles of natural 

evolution. Based on Darwin‟s survival-of-the fittest principles, GA‟s intelligent search procedure finds the best and fittest 

design solutions, which are otherwise difficult to find using other techniques. GAs  are attractive in engineering design and 

applications because they are easy to use and they are likely to find the globally best design or solution, which is superior 

to any other design or solution. Some of the GA applications include mechanical component design, structure design, 

process design, planning, job shop scheduling, VLSI design, control systems, electrical power systems, pattern recognition, 

classification problems, protein folding, neural network design, operations research, and machine learning. GAs are also 

suitable for multi-objective optimal design problems, involving multiple objectives. 
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